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EXECUTIVE SUMMARY

INTRODUCTION

The Coordinating Research Council (CRC) has sponsored the NARSTO-Northeast air quality modeling study under CRC Projects A-24 and A-35A.  This study is applying the Comprehensive Air-quality Model with extensions (CAMx) and the EPA Models-3 Community Multiscale Air Quality (CMAQ) modeling systems to the July 1995 NARSTO-Northeast ozone episode that occurred in the northeastern United States (US).  During the summer of 1995, a field study was conducted in the northeastern US that collected enhanced surface and aloft meteorological and ambient air quality measurements under the direction of the North American Research Strategy for Tropospheric Ozone (NARSTO).  The period of July 12-15, 1995 during the NARSTO-Northeast study experienced elevated ozone concentrations along the entire Northeast Corridor.

CRC has sponsored several studies of the July 1995 NARSTO-Northeast episode including meteorological modeling using the 5th generation Mesoscale Model (MM5) in CRC Project A-12 by Pennsylvania State University (PSU) and a data analysis study by a group of scientists led by ENVIRON under CRC Project A-17.

Purpose

The purpose of the CRC Project A-24/35A NARSTO-Northeast modeling study is as follows:

· To use the information learned from the NARSTO-Northeast data and data analysis studies (CRC Project A-17) to support improved photochemical modeling of the Northeast U.S.;

· To use the information learned from the PSU MM5 meteorological modeling of the NARSTO-Northeast July 1995 episode (CRC Project A-12) to support improved photochemical modeling of the Northeast U.S.;

· To apply multiple photochemical models using multiple meteorological models (MM5 and RAMS) with alternative options minimizing the amount of interpolation or averaging of the meteorological data;

· To perform a comprehensive model performance evaluation of photochemical models using the robust NARSTO-Northeast ambient database; and

· To investigate the sensitivity of photochemical models to a variety of model inputs and model formulations including:

· Meteorological Model (MM5 and RAMS)

· Level of Data Assimilation used in a Meteorological Model

· VOC and/or NOx Emission Perturbations

· Biogenic and Mobile Source Emissions

· Grid Resolution

· Advection Solver

· Chemical Mechanism

· Photochemical Model (CAMx and CMAQ)

Overview of the Approach

The CRC NARSTO-Northeast study performed emissions modeling of the July 7-15,1995 episode using the 1995 version of the Emissions Modeling System (EMS-95).  Photochemical modeling was performed using MM5 meteorological model output generated by PSU using various levels of data assimilation under CRC Project A-12 and the RAMS meteorological model output generated as part of the Ozone Transport Assessment Group (OTAG) study.  

Particular emphasis was made in the study to minimize any interpolation or averaging of the MM5 and RAMS meteorological output for input into the two photochemical models.  Thus, the photochemical models were configured with the same horizontal grid structure, a Lambert Conformal Projection (LCP) for MM5, a Polarstereographic Projection (PSP) for RAMS, and common vertical layer interfaces as the meteorological models.  Up to three levels of grid nesting were utilized with grid resolutions of 36-km, 12-km, and 4-km.  A model performance evaluation was conducted using the extensive NARSTO-Northeast database. 

METEOROLOGICAL MODELING

Meteorological inputs for the CAMx photochemical grid model were developed using the MM5CAMx processor and output from the MM5 meteorological model generated by PSU under CRC Project A-12 and the RAMSCAMx processor using output from the RAMS meteorological model generated as part of OTAG.  The CMAQ Meteorological-Chemistry Interface Processor (MCIP) was used with the PSU MM5 output data to develop the CMAQ meteorological inputs.  Currently CMAQ/MCIP only supports MM5 output so CMAQ could not be applied using the RAMS meteorological data.

MM5 was applied using a Lambert Conformal Projection (LCP) coordinate system with a 36/12/4-km grid system.  The CAMx and CMAQ 36/12/4-km domains were defined to be slightly inset of the MM5 domain boundaries as shown in Figure ES-1 so that any boundary artifacts near the MM5 boundaries would not affect the air quality modeling results.  Near the boundaries of the meteorological modeling domain, the meteorological parameters specified as boundary conditions may not be in dynamic balance with each other resulting in spurious meteorological fields (artifacts) near the edges of the domain that disappear further inside the modeling domain as the meteorological fields come into balance with each other.  CAMx and CMAQ were both configured with 12 vertical layers up to around 3,600-m above ground level (AGL) that was the region top for CAMx.  CMAQ carried three additional layers above 3,600-m AGL up to approximately the 100 mb pressure height (15 total layers up to approximately 16,000-m AGL).  The lowest vertical layer in both CAMx and CMAQ was approximately 20-m and there were seven vertical layers up to approximately 500-m AGL.  CAMx was configured in a similar fashion for the RAMS application, only the RAMS Polar Stereographic Projection (PSP) coordinate system was used and there was no 4-km grid. 

EMISSIONS INVENTORY DEVELOPMENT

The EMS95 emissions modeling system was used to generate gridded speciated hourly emission inventories for the CAMx and CMAQ models.  The area and point source emissions and on-road mobile source vehicle miles traveled (VMT) data were taken from the 1995 inventory developed for the Southern Appalachian Mountain Initiative (SAMI).  Spatial surrogates for spatial allocation of the county-level area source emissions were developed for the LCP and PSP domains at 12-km resolution and for the LCP 4-km grid.  The MOBILE5a on-road mobile source emissions model was used with the Highway Performance Measurement Systems (HPMS) VMT data to estimate on-road mobile source emissions.  The SAMI county-specific MOBILE5a inputs were used that accounted for the control programs and fuel used in the county during 1995.  The surface (layer 1) temperatures estimated by either the MM5 (LCP grid) or RAMS (PSP grid) were used to account for the day-specific effects temperatures have on the mobile source emissions.  Point sources were processed using their location and stack parameters.  Plume rise calculations were made and any point source whose maximum potential plume height was less than 100-m AGL was included with the gridded low-level point source files that were merged with the area, mobile, and biogenic emissions for input into the air quality models.  Biogenic emissions were generated using the (BEIS2) biogenic emissions model, land coverage data derived from the Advanced Very High Resolution Radiometer (AVHRR) database, and hourly surface layer temperatures from either MM5 (LCP grids) or RAMS (PSP grids).

For point sources, emissions were temporally allocated to day of week and hour of the day based on information in the SAMI database when available.  If such information was not available, point source emissions were assumed to be operating 24 hours/day 7 days/week.  Area and mobile source emissions were temporally allocated using standard profiles by source classification code (SCC). Both CAMx and CMAQ use the CB-IV chemical mechanism and the VOC and NOx emissions were speciated into the 10 CB-IV organic species and NO/NO2 using the standard speciation profiles that are provided by SCC.  CAMx was also run using the SAPRC97 chemical mechanism so VOC emissions were also speciated into the 28 organic species in the SAPRC97 chemical mechanism.

Figure ES-2 summarizes the total VOC and NOx emissions on July 7, 1995 across the eastern US LCP grid by major source category.  Approximately 80% of the VOC emissions are due to biogenic sources, and a majority of this is isoprene that is a very reactive VOC compound.  Area sources are the largest anthropogenic emissions VOC contributor (12%), followed by mobile (5%) and point (4%) sources.  In 1995, point sources contributed the most NOx emissions (46%) in the eastern US followed by on-road mobile sources (26%), area sources that also include non-road sources (18%), and biogenic sources (10%).  There are approximately 3½ times more VOC emissions than NOx emissions by weight in the eastern US for a region-wide molar VOC/NOx ratio of approximately 10.
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Figure ES-1.  Horizontal coverage of MM5 36-km, 12-km, and 4-km grids (solid lines), and the corresponding CAMx/CMAQ grids (dashed lines) for the Lambert Conformal Projection (LCP) grid system (the CAMx/RAMS application used a similar 36/12-km grid only using a Polar Stereographic Projection (PSP) coordinate system and no 4-km grid).

Figure ES-2.  Total VOC and NOx emissions by source category on July 7, 1995 for the CMAQ/CAMx eastern US LCP modeling domain.
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DIFFICULTIES ENCOUNTERED AND LESSONS LEARNED

The CRC NARSTO-Northeast modeling study encountered several difficulties that were over come during the course of the study.  Some of the major difficulties were as follows:

Emissions: The project suffered through numerous delays waiting for the latest release of the 1995 baseline emissions inventory from EPA.  When finally received, the emissions inventory evaluation found many of the same problems as were found with the OTAG inventory.  The lesson learned here is that emissions inventories are always evolving and there is always a better inventory just ahead.  However, a deadline should be set and when it arrives, the project should proceed with the best inventory currently available.

MAQSIP Modeling System: Difficulties in applying the MAQSIP photochemical grid model with the CRC Project A-12 MM5 output caused numerous delays in the study.  The MAQSIP model developers suggested that the MAQSIP version of MM5 should be used, which was out of scope of the study.  In 1999 when CRC Project A-35A was initiated to add Models-3/CMAQ to the modeling study, the use of MAQSIP as a Models-3 prototype became obsolete so it was dropped from the study.

Models-3/CMAQ Modeling System: The NARSTO-Northeast modeling study was one of the first full-scale applications of the June 1999 first release of the Models-3/CMAQ modeling system outside of EPA.  The study uncovered accuracy and numerical instability issues in the CMAQ Quasi Steady-State Approximation (QSSA) chemistry solver.  The study then performed an evaluation of the chemistry solvers being used in the study: the CMAQ QSSA solver and the CAMx Chemical Mechanism Compiler (CMC) fast and Implicit/Explicit Hybrid (IEH) chemistry solvers and compared them with the highly accurate Livermore Solver for Ordinary Differential Equations (LSODE) solver.  Figure ES-3 displays the results from the chemistry solver box model evaluations that demonstrated that the QSSA solver is slow and inaccurate.  These results prompted EPA to implement the more accurate and efficient Hertel Modified Euler Backward Implicit (MEBI) chemistry solver in the January 2001 Models-3/CMAQ release that was used for the CMAQ production runs in the CRC NARSTO-Northeast modeling study.

CAMx Modeling System: During the course of the CRC NARSTO-Northeast modeling study, major improvements were made to the CAMx modeling system including: (1) a land use dependent minimum vertical turbulent exchange coefficient has been implemented in the MM5CAMx processor so mixing of early morning, evening and nighttime NOx emissions between layers 1 and 2 are not completely shut off, this affects the late afternoon and nighttime CAMx ozone model performance; and (2) the vertical transport methodology has been revised from CAMx version 2 to version 3 to better preserve mass consistency.  The improvements to MM5CAMx came too late for this study, but sensitivity tests using CAMx version 3 were carried out.
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Figure ES-3.  Summary of performance metrics during the day for the CAMx CMC and IEH, CMAQ QSSA, and highly accurate LSODE chemistry solver box model tests.

BASE CASE MODELING AND MODEL PERFORMANCE EVALUATION

Numerous base case simulations were conducted that varied meteorological fields, model options, and grid resolution to provide better understanding of model sensitivity to inputs and parameterizations.  There were three basic model configurations that exhibited their own model performance attributes:

CAMx with MM5/FOBS meteorology on a 36/12-km grid

CAMx with RAMS meteorology on a 36/12-km grid

CMAQ with MM5/FOBS meteorology on a 36/12-km grid

The MM5/FOBS meteorology refers to the MM5 simulation using full observation in the four dimensional data assimilation (FDDA) including analysis fields, NARSTO-Northeast observations, and the VAD observations. The CAMx/MM5 and CMAQ/MM5 model configurations were also run on a 36/12/4-km grid system.  The base case model performance evaluation of these simulations is discussed next.

The model performance evaluation was conducted for the CRC NARSTO-Northeast Analysis domain that covered the Northeast Corridor and four subregions:

· Baltimore/Washington D.C.;

· Philadelphia;

· New York City; and

· Boston

The hourly ozone predicted and observed time series for the three model configurations averaged across all sites in the Baltimore/Washington D.C., Philadelphia, and New York City subregions are shown in, respectively, Figures ES-4, ES-5, and ES-6.  The key attributes that can be gleaned by the average ozone time series plot are as follows:

· Both CAMx/MM5 and CMAQ/MM5 estimate the early morning rise in ozone concentrations on July 13-14, 1995 quite well, but are a little too early on July 12 and too fast on July 15;

· CAMx/RAMS estimates the rise in ozone too early and too fast on all four days;

· CAMx/MM5 estimates the fall in the observed hourly ozone in the late afternoon too early and too fast;

· CAMx/RAMS and CMAQ/MM5 estimate the afternoon fall in ozone and nighttime ozone levels better than CAMx/MM5, with the exception of CMAQ/MM5 on the night of July 14;

· CAMx/RAMS overestimates the afternoon average ozone concentrations on all days and in all subregions; and

· CAMx/MM5 and CMAQ/MM5 estimate the average observed afternoon ozone concentrations slightly better than CAMx/RAMS, with the exception of CMAQ/MM5 on July 15 that exhibits a large ozone overprediction tendency.

Figures ES-7 and ES-8 display scatterplots of predicted and observed daily maximum ozone concentrations in the NARSTO-Northeast analysis domain that covers the Northeast Corridor for the three model configurations and, respectively, July 14 and 15, 1995.  On July 14, 1995, all three models exhibit a lot of scatter with CAMx/RAMS having an overprediction tendency and both CAMx/MM5 and CMAQ/MM5 having a boxy distribution with CMAQ/MM5 points being tighter around the 1:1 line.  The variations in the CMAQ/MM5 estimated daily maximum ozone concentrations (80 ppb range) is less than the observed and CAMx/MM5 estimates (100 ppb range) and much less than the CAMx/RAMS estimates (120 ppb range).  This is likely due to the smoother ozone estimates in CMAQ/MM5 and the high ozone estimates of CAMx/RAMS.  On July 15, 1995, CAMx/MM5 estimates a wide-range of daily maximum ozone concentrations in the NARSTO-Northeast analysis domain (170 ppb range) with lots of scatter that is centered on the 1:1 line.  CAMx/RAMS follows the concentration gradients (good correlation) of the daily maximum ozone concentrations quite well with an overprediction bias.  CMAQ exhibits a severe overprediction bias of the observed daily maximum ozone concentrations on July 15.
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Figure ES-4.  Average hourly predicted and observed ozone time series across monitors in the New York City subregion for the CAMx3/MM5, CAMx/RAMS, and CMAQ 36/12-km base case simulations.
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Figure ES-5.  Average hourly predicted and observed ozone time series across monitors in the Philadelphia subregion for the CAMx3/MM5, CAMx/RAMS, and CMAQ 36/12-km base case simulations.
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Figure ES-6.  Average hourly predicted and observed ozone time series across monitors in the New York City subregion for the CAMx3/MM5, CAMx/RAMS, and CMAQ 36/12-km base case simulations.
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Figure ES-7.  Scatterplots of predicted and observed daily maximum ozone concentrations (ppb) on July 14, 1995 for sites in the Northeast Corridor and CAMx/MM5/FOBS, CAMx/RAMS, and CMAQ/MM5/FOBS.

Figure ES-7.  Scatterplots of predicted and observed daily maximum ozone concentrations (ppb) on July 14, 1995 for sites in the Northeast Corridor and CAMx/MM5/FOBS, CAMx/RAMS, and CMAQ/MM5/FOBS.
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Figure ES-8.  Scatterplots of predicted and observed daily maximum ozone concentrations (ppb) on July 15, 1995 for sites in the Northeast Corridor and CAMx/MM5/FOBS, CAMx/RAMS, and CMAQ/MM5/FOBS.

EFFECTS OF GRID RESOLUTION

The CAMx and CMAQ MM5/FOBS model configurations were both run using a 4-km fine grid covering the Northeast Corridor region (Figure ES-1).  The 4-km MM5/FOBS meteorological, emissions, and other fine grid resolution inputs were used in the CAMx and CMAQ 36/12/4-km simulations.  Figures ES-9 and ES-10 compare the estimated daily maximum ozone concentrations for the CAMx and CMAQ 36/12-km and 36/12/4-km simulation on, respectively, July 14 and 15, 1995.  The key findings of the 4-km fine grid simulations are as follows:

· On July 12-14, 1995, the CAMx and CMAQ 36/12-km and 36/12/4-km simulations estimate similar spatial patterns of daily maximum ozone concentrations (see Figure ES-9);

· On July 12-14, 1995, the CAMx and CMAQ 36/12/4-km spatial patterns of ozone estimates are more like each other than they are like their 36/12-km parent simulation;

· On July 12-14, 1995, the introduction of the 4-km grid results in an overall reduction in the average daily maximum ozone concentrations in both models;

· On July 15, 1995, the CAMx and CMAQ 36/12-km simulations also estimate similar spatial patterns of daily maximum ozone concentrations, although CMAQ generally estimates higher ozone magnitudes even though the CMAQ ozone peak  (202 ppb) is lower than CAMx (210 ppb);

· The CAMx and CMAQ models respond in very different ways to the introduction of the 4-km grid on July 15, 1995:

· CAMx results with significant reductions in the ozone estimates with the peak ozone of 210 ppb over the Long Island Sound in the 36/12-km simulation being reduced by approximately 60 ppb in the 36/12/4-km simulation.

· In CMAQ, ozone is increased in the Long Island region.

· The differences in the 36/12-km and 36/12/4-km simulations on July 15, 1995 were traced to the MM5/FOBS 4-km explicitly resolved convective activity versus the parameterized convection in the MM5/FOBS 12-km simulations as shown in Figure ES-11:

· The 4-km wind field explicitly resolved convective down drafts are clearly apparent along a squall line through Pennsylvania, New Jersey, and up to the Long Island Sound area creating divergence and convergence zones (Figure ES-10, right);

· Although the squall line is still apparent in the 12-km MM5/FOBS wind fields (Figure ES-10, left), there is not as much convergence/divergence as the down bursts are parameterized (12-km) and not explicitly represented (4-km);

· There are many other desirable features in the 4-km MM5 fields not present in the 12-km MM5 fields including better representation of the Chesapeake Bay breeze, terrain forcing, and sea breeze effects; and

· The use of hourly instantaneous MM5 fields with convective activity may introduce errors in air quality modeling if convective cells are mislocated in the MM5 simulation.

· The CMAQ estimates much smoother concentration fields than CAMx.  The CMAQ 4-km results look almost as smooth as the CMAQ 12-km modeling results. This is due to the fact that the CMAQ horizontal diffusion is inversely proportional to grid cell size (Byun and Ching, 1999).

· The CAMx 4-km horizontal diffusion coefficients are smaller than the CAMx 12-km values since the 4-km winds will resolve some of the fine scale wind variations and eddies that no longer need to be accounted for in the explicit diffusion. 
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Figure ES-9a.  Estimated daily maximum ozone concentration on July 14, 1995 for the CAMx MM5/FOBS 36/12-km (left) and 36/12/4-km (right) base case simulations.
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Figure ES-9b.  Estimated daily maximum ozone concentration on July 14, 1995 for the CMAQ MM5/FOBS 36/12-km (left) and 36/12/4-km (right) base case simulations.
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Figure ES-10a.  Estimated daily maximum ozone concentration on July 15, 1995 for the CAMx MM5/FOBS 36/12-km (left) and 36/12/4-km (right) base case simulations.
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Figure ES-10b.  Estimated daily maximum ozone concentration on July 15, 1995 for the CMAQ MM5/FOBS 36/12-km (left) and 36/12/4-km (right) base case simulations.
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Figure ES-11.  Comparison of MM5/FOBS surface layer wind fields at 5 pm on July 15, 1995 using a 12-km (left) and 4-km (right) grid resolution.

EFFECTS OF MM5 FDDA ON OZONE ESTIMATES

CAMx was run on the 36/12-km grid using MM5 output with three levels of four dimensional data assimilation (FDDA):

MM5/AFDA: MM5 run using analysis nudging (AN) only.

MM5/NOVAD: MM5 run using both AN as well as observation nudging (ON) of the NARSTO-Northeast meteorological measurement database.

MM5/FOBS: MM5 run using AN and ON data assimilation as well as assimilation of the NEXRAD Velocity Azimuth Display (VAD) data.

The key findings of the CAMx MM5 FDDA sensitivity tests are as follows:

· Generally, better ozone model performance is obtained when more data are assimilated into the MM5 simulations;

· Care must be taken when using observation nudging (ON) FDDA that the data are representative of the regional/mesoscale meteorological, as assimilating unrepresentative observations may introduce artifacts into the meteorological fields;

· The analysis nudging and VAD nudging both appear to provide a regional/mesoscale representation of the meteorology.  Use of the VAD nudging appears to limit the undesirable effects that can be introduced from observation nudging.

EFFECTS OF SAPRC97 CHEMICAL MECHANISM

The 1997 version of the Statewide Air Pollution Research Center (SAPRC) chemical mechanism developed at the University of California at Riverside was implemented in the CAMx model as part of this study.  The CAMx MM5/FOBS 36/12-km configuration was run using the SAPRC97 chemical mechanism and the results compared with those generated using the CB-IV chemical mechanism.  The following were the key findings of the CAMx/SAPRC97 sensitivity test:

· The SAPRC97 chemical mechanism is more reactive than CB-IV mechanism producing higher ozone estimates across almost the entire NARSTO-Northeast analysis domain;

· The ozone increases due to the SAPRC97 chemical mechanism are larger downwind of New York City (NYC) where the NOx inhibition effect on ozone formation is greatest (i.e., the most VOC-limited area) suggesting that the SAPRC99 chemistry may be more NOx sensitive downwind of NYC, whereas surprisingly it was found to have more NOx disbenefits then the CB-IV chemistry;

· The CAMx/CB-IV estimated domain-wide peak ozone concentrations of 138, 145, 193, and 210 ppb on July 12-15, 1995 are increased by 8, 5, 13, and 18 ppb  (6, 3, 6, and 8 percent) when the SAPRC97 chemistry is used;

· The maximum ozone increases due to the SAPRC97 chemistry is approximately 20 ppb on July 12-14, 1995 and approximately 30 ppb on July 15;

· July 15, 1995 exhibits higher increases in ozone concentrations than the other days due to using the SAPRC97 chemistry;

· In general, the CAMx/SAPRC97 exhibits superior model performance to the CAMx/CB-IV with lower bias and gross error for hourly ozone; and

· The SAPRC97 chemistry slightly improves but does not eliminate the main CAMx/MM5 performance problems of underpredicting afternoon ozone on July 12-13, 1995 estimating the reduction in ozone too early in the day and too fast, and underpredicting the nighttime low ozone concentrations.

EFFECTS OF NO CLOUD ATTENUATION OF PHOTOLYSIS RATES

The effect of cloud attenuation on photolysis chemical reaction rates in the CAMx/MM5 simulations is accounted for through input of a three-dimensional cloud file generated from the MM5 output.  Concerns were raised during the CRC Project A-25/A-35B LMOS study of the Lake Michigan area that the effects of clouds on attenuating photolysis rates may be overstated under convective activity, thus the final LMOS base case simulations did not attenuate photolysis rates due to clouds.  Thus, a no cloud attenuation of photolysis rates sensitivity test was also performed for the CRC NARSTO-Northeast modeling study.  The main results of the no cloud attenuation of the photolysis rates sensitivity simulation are as follows: 

· Ozone increases by as much as 60 ppb are estimated to occur in the northern portion of the NARSTO-Northeast analysis domain when attenuation of the photolysis rates due to clouds is eliminated;

· Model performance statistics for bias are improved when cloud attenuation is eliminated;

· The average underprediction bias in afternoon ozone concentrations on July 12-13, 1995 is improved when cloud attenuation is removed;

· Removing cloud attenuation results in an average overprediction bias in afternoon ozone on July 14-15, 1995;

· The major CAMx/MM5 performance problems of too early and too fast ozone reduction in the late afternoon and too low ozone at night are not affected by cloud attenuation; and

· The improved bias performance statistics on July 14-15, 1995 when cloud attenuation of photolysis is removed is misleading because it is due to an afternoon overprediction bias compensating for the nighttime underprediction bias.

These results suggest that the CAMx photolysis rates cloud attenuation algorithm may overstate attenuation under more scattered convective cloud conditions, as was seen on July 12-14, 1995, but may be more appropriate under more organized cloud conditions of July 15, 1995.

ADVECTION SOLVER SENSITIVITY TESTS

Many photochemical grid models applied in the past for regulatory purposes have used the Smolarkiewicz advection (transport) numerical solver (e.g., UAM and UAM-V). Smolarkiewicz has higher numerical diffusion than the Bott and PPM schemes used in this study.  Thus, a CAMx/MM5 sensitivity test was conducted using the Smolarkiewicz advection solver to determine its effect on estimated ozone concentrations and model performance.  The key findings from this sensitivity experiment are as follows:

· Use of the more diffusive Smolarkiewicz advection solver results in a reduction in the elevated ozone in the center of the urban plumes and an increase in ozone in the lower ozone areas on the fringes of the urban plumes;

· The ozone “hole” over the urban areas (e.g., New York City) is reduced when the Smolarkiewicz advection solver is utilized due to the higher dilution of the local NOx emissions that reduces the NOx inhibition effect on ozone formation and the higher diffusion of nearby elevated ozone concentrations that partly fills in the hole;

· The use of the more diffusive advection solver improves the ozone model performance statistics for bias (~5% improvement) and gross error (~2% improvement);

· The afternoon ozone underprediction bias of July 12-13, 1995 is reduced but an average overprediction bias in afternoon ozone is introduced on July 14-15, 1995 when the Smolarkiewicz advection solver is used; and

· The Smolarkiewicz advection solver reduces the variability in the model estimates to a level where they are less variable than the observed values.

Although the more diffusive advection solver improves some of the hourly ozone model performance statistics, the peak performance statistics and some of the graphical displays suggest that this is due to a smoothing of the model predictions to a level not supported by the observations.  Thus, it appears to eliminate some of the variability in the model predictions that are present in the observations.

BIOGENIC EMISSIONS SENSTIVITY TEST

Biogenic VOC emissions represent approximately 80% of the total VOC emissions across the modeling domain.  Biogenic VOC emissions are dominated (> 70%) by isoprene and isoprene is a highly reactive VOC, thus they are an extremely important input to the models.  During the Ozone Transport Assessment Group (OTAG), convincing evidence was presented that suggested that in some regions (e.g., the Ozarks) that biogenic isoprene emissions are overstated under some circumstances using version 2 of the Biogenic Emissions Information System biogenic emissions model (Morris, Yarwood, and Lee, 1997).  This hypotheses has been confirmed in part by the OZIES field study (wwww.ladco.org).  Thus, a sensitivity test was undertaken using the CAMx/MM5 36/12-km modeling system that reduced the level of biogenic emissions by one-third to determine whether a lower biogenic VOC emissions inventory would significantly affect the estimated ozone concentrations and alter model performance.

Reducing biogenic VOC emissions by one-third has the following effect on the model estimated ozone concentrations and ozone model performance:

· The NARSTO-Northeast analysis domain-wide ozone peaks are reduced 15-30 percent due to the reduction in biogenic emissions;

· The highest ozone reductions due to the reduced biogenic VOC emissions occur downwind of New York City where ozone formation is believed to be most VOC-limited; and

· When examining almost all statistical measures and graphical summaries, ozone model performance is degraded substantially when the biogenic VOC emissions are reduced.

These results suggest that the BEIS2 biogenic VOC emissions in the Northeast Corridor region may not be over-reported as was found in the Ozark region of Southern Missouri/Northern Arkansas.  Alternatively, they may be over-reported by a lessor amount or they may be compensating for an underreporting of VOC from another source category (e.g., mobile).

MOBILE SOURCE VOC EMISSIONS SENSITIVITY

Tunnel studies and ambient measurement/emissions inventory comparison studies suggest that real-world on-road mobile source VOC and CO emissions may be understated in current emissions inventories based on the EPA MOBILE model.  Thus, a sensitivity test was conducted that doubled the on-road mobile source VOC emissions to determine its effect on the estimated ozone concentrations and on ozone model performance.

Increasing the mobile source VOC and CO emissions by a factor of two had the following main effects on the model estimated ozone concentrations:

· Generally the increased mobile source VOC emission sensitivity tests results in large ozone increases in the northern portion of the NARSTO-Northeast analysis domain and smaller increases and even some reductions in the lower portion;

· The reason for the large ozone increases in the northern portion of the domain is likely due to ozone formation downwind of New York City and, to a lessor extent, Philadelphia, being more VOC-limited;

· The potential reasons why reductions in ozone are seen in the Baltimore-Washington D.C. area due to the increases in mobile source VOC emissions could include: (1) the area is more NOx-limited and the faster (hotter) chemistry due to the VOC increases burns out the NOx before reaching the time/location of peak ozone formation; and/or (2) the higher olefin emissions increases the amount of ozone destroyed by the olefin-ozone reaction;

· The afternoon average ozone underprediction problem of July 12-13 is eliminated when the mobile source emissions are increased, but an average overprediction bias is added for the other two days, especially on July 15;

· The hourly model performance statistics measures for bias and gross error are improved when the mobile source VOC emissions are increased, but on July 15 this is partly due to an afternoon overprediction bias compensating for a nighttime underprediction bias; and

· Looking at all performance statistics and graphical displays, the doubling of mobile source VOC/CO emissions improves ozone model performance on July 12-13 and possibly July 14, but degrades it on July 15.

The doubling of the mobile source VOC/CO emissions for the most part improves the ozone model performance.  Thus, the modeling does not contradict assertions that MOBILE5 may understate on-road mobile VOC/CO emissions.  However, the mobile source VOC/CO emissions have very little effect on the too early and too fast reduction in ozone in the late afternoon and underprediction of ozone at night performance problems.

RAMS METEOROLOGICAL SENSTIVITY

CAMx 36/12-km meteorological inputs were generated using output from Version 3a of the Regional Atmospheric Modeling System (RAMS) prognostic meteorological model that was run as part of the Ozone Transport Assessment Group (OTAG).  The RAMSCAMx processor was used to map the RAMS output to the format and variables needed by CAMx (note that CMAQ can only be run with output from the MM5 meteorological model). RAMS operates using a different horizontal and vertical coordinate system than MM5, so the CAMx/RAMS simulation was configured to exactly match the RAMS coordinate system.  

The key findings of the CAMx/RAMS base case simulation are as follows:

· The CAMx/MM5 and CAMx/RAMS estimate basically similar spatial distributions of elevated ozone concentrations with a few notable exceptions:

· The CAMx/RAMS always estimates higher ozone magnitudes on all days;

· On July 14,CAMx/MM5 estimates several secondary ozone features not present in CAMx/RAMS that are believed related to better representation of the Appalachian Lee Trough (APLT) and sea/breeze convergence zones; and

· On July 15 the RAMS estimates winds with a strong westerly component, whereas the MM5 estimates are more oriented southwest to northeast.

· The CAMx/MM5 exhibits a net underprediction of the observed hourly ozone greater than 40 ppb with a normalized bias of –18 to –34 percent, whereas CAMx/RAMS has a net overprediction tendency in normalized bias values of +13 to +18 percent;

· The CAMx/RAMS overestimates afternoon ozone on all four episodes days, whereas CAMx/MM5 underestimates on two (July 12-13) and matches reasonably well on average on the other two days (July 14-15); and

· The CAMx/RAMS does not exhibit the too soon and too fast fall in afternoon ozone concentrations nor the nighttime ozone underprediction attributes of the CAMx/MM5 estimates, instead the ozone tends to rise too soon in the morning and reach a too high afternoon peak.

EMISSION REDUCTION SENSITIVITY TESTS

VOC/NOx emission reductions sensitivity tests were performed using the CAMx and CMAQ models.  Separate VOC or NOx and some combined VOC and NOx emission reduction tests were conducted.  The emission reduction sensitivity tests reduced anthropogenic VOC and/or NOx emissions by 50%; for the VOC 50% emission reduction sensitivity test, CO emissions were also reduced 50%.  In total, 17 VOC/NOx emissions reduction tests were performed that examined the effects of the ozone response to emissions reductions to investigate the following:

· Different photochemical grid model (CAMx versus CMAQ);

· Different grid resolution for NOx reductions only (12-km versus 4-km);

· Different chemistry (CB-IV versus SAPRC97);

· Different advection solver (Bott versus Smolarkiewicz); and

· Different source sector (low-level versus elevated NOx emissions).

The results of the VOC/NOx emission reductions sensitivity tests were compared against the NARSTO-Northeast data analysis observation driven modeling (ODM) results that identified geographic regions of more radical (i.e., VOC) versus NOx sensitive ozone formation.  For example, the ODM results suggest that the area with the largest amount of radical sensitivity (VOC-limited ozone formation) is New York City, followed by Philadelphia, and then Baltimore.  Outside of these urban centers, ozone formation was mainly NOx sensitive (NOx-limited).  All of the model configurations exhibited these basic features to varying degrees.

Most ozone attainment demonstrations in recent years have used ozone Design Value scaling similar to procedures given in EPA’s draft 8-hour ozone modeling guidance.  Ozone Design Value scaling uses the model in a relative sense to scale the observed ozone Design Values based on the ratio of a control scenario to the base year base case.  These ratios are referred to as Relative Reduction Factors (RRFs).  To determine the regulatory importance of the emissions reductions sensitivity tests we used the results and performed ozone Design Value scaling for counties in the Northeast Corridor region.  Figure ES-12 displays the results of the ozone Design Value scaling for four representative counties using several model configurations (results for all sites are given in Tables 9-3 and 9-4):

· New Haven, Connecticut, that is downwind of New York City;

· Cecil, Maryland, between Baltimore and Wilmington;

· Camden, New Jersey, just east of Philadelphia; and

· The Bronx in New York City. 

The CAMx/MM5 generally exhibits the most VOC sensitivity with larger reductions in estimated ozone Design Values due to the 50% VOC controls than the CAMx/RAMS or CMAQ/MM5 at all four sites (Figure ES-12a).  CAMx with the Smolarkiewicz advection solver exhibits less VOC sensitivity than CAMx with the Bott Advection solver.  Finally, the SAPRC97 chemistry sometimes exhibits slightly more (New Haven and the Bronx), sometimes slightly less (Cecil) and sometimes the same (Camden) VOC sensitivity as the CB-IV chemistry.  CAMx/RAMS and CMAQ/MM5 exhibit similar VOC sensitivity that is much less than CAMx/MM5.

The effects of the 50% NOx control on the ozone Design Values at the four sites are shown in Figure ES-12b.  The Smolarkiewicz solver is more NOx sensitive at one site and less at the other three sites.  The SAPRC97 chemistry is much less NOx sensitive than the CB-IV chemistry even causing one estimated ozone Design Value to go from a reduction with CB-IV to an increase with SAPRC97 (New Haven). This finding is non-intuitive since the SAPRC97 chemistry is more reactive (hotter) than the CB-IV chemistry which intuition would imply it would be more NOx sensitive.  Obviously there are other differences between the SAPRC97 and CB-IV chemistry that are causing this effect.  CAMx/RAMS and CMAQ/MM5 exhibit more NOx sensitivity than CAMx/MM5 at New Haven and The Bronx, but less at Cecil and Camden.  CMAQ/MM5 is more NOx sensitive than CAMx/RAMS at three sites and about the same at the fourth.  However, looking at all sites (see Chapter 9) CMAQ/MM5 and CAMx/MM5 exhibit similar high NOx sensitivity at the more rural sites, with CMAQ/MM5 exhibiting slightly more NOx sensitivity at the more urban sites than CAMx/MM5.  At three of the sites, the use of a 4-km grid reduces the effectiveness of NOx control in CAMx.  The use of the 4-km grid reduces the effectiveness of NOx control in CMAQ at two sites (New Haven and Cecil) but slightly increasing it at the other two sites (Camden and the Bronx). Use of the 4-km emissions but 12-km meteorology (36/12/(4 emiss)–km) reduces the effectiveness of the NOx controls at 3 sites, but increases it at the fourth (The Bronx).

The results of the VOC/NOx emission reductions sensitivity tests are summarized as follows:

· The NOx controls result in widespread ozone reductions across the NARSTO-Northeast analysis domain, except in New York City and occasionally other Northeast Corridor urban centers where ozone increases occur (NOx disbenefits).


· The VOC controls result in ozone reductions just in the Northeast Corridor urban centers (mainly New York City).

· CAMx using Smolarkiewicz advection solver exhibits less ozone reductions in response to both VOC and NOx reductions than when the Bott advection solver is used.

· The Smolarkiewicz advection solver also exhibits less ozone increases due to the NOx emission reductions (less NOx disbenefits).

· The SAPRC97 chemistry estimates higher ozone reductions due to the VOC controls and is less NOx sensitive than the CB-IV chemistry.

· CMAQ/MM5 is less VOC sensitive than CAMx/MM5 and CAMx/RAMS, with CMAQ estimating about half the ozone reductions in response to the VOC control that CAMx does;

· CAMx/MM5 is more VOC sensitive than CAMx/RAMS.

· CAMx/RAMS is more NOx sensitive than CAMx/MM5 in the urban areas, whereas away from the cities in more rural areas the reverse is true.

· The addition of the 4-km grid increases the magnitude and area of NOx disbenefits in CAMx/MM5 but has little effect on the ozone reductions away from the urban areas.

· The use of a 4-km grid in CMAQ causes both increases and decreases in the NOx sensitivity of ozone formation.

· The addition of a 50% VOC control to the 50% NOx control is sufficient to eliminate most of the NOx disbenefits in the 12-km CMAQ/MM5 but not the CAMx/MM5 simulations.
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Figure ES-12a.  Observed and estimated 1-hour ozone Design Values for the VOC emission reduction sensitivity tests.
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Figure ES-12b.  Observed and estimated 1-hour ozone Design Values for the NOx emission reduction sensitivity tests.

CONCLUSIONS

The CRC NARSTO-Northeast modeling study cannot make any definitive conclusions regarding whether one model is superior to another.  The differences in model performance between the CAMx/MM5 (net underprediction) and CAMx/RAMS (net overprediction) simulations emphasize the fact that the photochemical ozone modeling results are highly dependent on their inputs.  Thus, it is difficult to separate the effect of model formulation from model inputs.  However, this does point out that preparing high quality and representative meteorological and emissions inputs is probably the most important activity for a successful photochemical grid model application and such applications cannot be performed in a “cookbook” fashion.

Model performance of the different models is mixed.  CMAQ/MM5 and CAMx/RAMS simulate late afternoon and nighttime ozone much better than CAMx/MM5, but CAMx/MM5 estimates the afternoon ozone levels better.  When looking at both daytime and nighttime ozone model performance, CMAQ/MM5 is arguably the best performing model on July 12-14, 1995, but on July 15, 1995 its overprediction tendency makes it the worst performing model.  In terms of spatial alignment of the ozone concentrations, it appears that the CAMx/MM5 and CMAQ/MM5 are performing better than CAMx/RAMS.  However, this does not necessarily mean that MM5 is better than RAMS, just that a lot more effort was expended in the CRC Project A-12 MM5 simulations than for the OTAG RAMS simulation.  The OTAG RAMS simulation was pretty much a one-shot application, where the CRC Project A-12 MM5 application made several simulations investigating the effects of date assimilation. If similar investigative simulation were performed with RAMS, improved performance would likely be achieved.

Given the above caveats regarding the models and their inputs, the study did come to several conclusions that are worth noting:

· Emission inventories are constantly evolving and updates appear to take much longer than anticipated.  Modeling studies should proceed with the best emissions data available in a timely fashion.

· Emission sensitivity simulations were consistent with the findings during OTAG that BEIS2 biogenic VOC emissions are overstated in some regions, whereas mobile5 understates mobile source VOC emissions.

· The QSSA chemistry solver appears to be not sufficiently accurate, is sometimes unstable, and computational, inefficient and slow and should not be used for air quality modeling.

· In most cases (see next point), the more four-dimensional data assimilation (FDDA) that is used the more representative the meteorological fields are.

· Care should be taken using observation nudging FDDA or using overly strong nudging as it may introduce artifacts that destroy good meteorological features.

· The Smolarkiewicz advection solver is overly diffusive and masks the benefits of both VOC and NOx controls and should not be used.

· The SAPRC97 chemistry is more reactive producing higher ozone, has generally similar VOC sensitivity as the CB-IV chemistry, and produces larger NOx disbenefits.

· Ozone formation in CMAQ is less VOC sensitive and more NOx sensitive than CAMx when both models use the CB-IV chemical mechanism.

· The CMAQ horizontal diffusion coefficient parameterization that is inversely proportional to grid size masks the benefits of using higher resolution by making the 4-km model estimates look similar to the 12-km model estimates.

· The use of the higher-resolution grid in CAMx increases the NOx disbenefits but has little effect on the ozone reductions outside of the Northeast Corridor urban areas.

· Meteorological modeling of convective activity is a particularly challenging task.  What constitutes a good meteorological model simulation (e.g., correct placement of a squall line) may not necessarily be good for air quality modeling (e.g., incorrect placement of a down draft within the squall line).

· Although less sensitive than absolute ozone concentrations, the ozone Design Value scaling approach is still affected by model inputs and options.

· The CAMx model exhibited very different ozone model estimates and ozone responses to VOC and/or NOx controls whether MM5 or RAMS meteorological models were used emphasizing the importance of accurate representative meteorological inputs for reliable photochemical modeling. 

Common Conclusions With CRC Project A-25 LMOS Modeling Study

A comparison study evaluated the same meteorological (MM5 and RAMS) and air quality (CAMx and CMAQ) as this study only using the June and July 1991 Lake Michigan Ozone Study (LMOS) databases.  The major common finding in the two studies were that use of alternative meteorological and air quality models produced concentration estimates of similar model performance.  However, the model’s response to VOC and NOx controls were quite different for the different model configurations.  Given that the predictive skill of the various model configurations and options is approximately equivalent, then there is no way to discriminate among the alternatives in selecting a base case for control strategy development.  As each is equally plausible at this time, control strategy development should be pursued using alternative meteorology (e.g., MM5 and RAMS) and air quality (e.g., CMAQ and CAMx) models in order to understand and quantify the effects of model uncertainty or the calculated benefits of alternative control strategies.

RECOMMENDATIONS

There are numerous additional activities that could be undertaken to better understand the CRC NARSTO-Northeast modeling results.  The following is a short list of what we believe are the most important recommendations in regards to modeling of the July 1995 NARSTO-Northeast episode.

· Both the CMAQ MCIP and CAMx MM5CAMx processors that map MM5 output to the air quality model inputs have recently been updated.  The MM5/FOBS meteorological output should be reprocessed with the new meteorological processors to assess their effects.

· A variety of mass conservation tests should be undertaken using both CAMx and CMAQ to better understand the models.

· CMAQ 4-km fine grid sensitivity runs should be re-done using the new CMAQ multiscale diffusion coefficient option and sensitivity tests should be made without the horizontal diffusion coefficient option that is inversely proportioned to grid spacing so it won’t mask the effects of the fine-scale grid.

· The MM5 simulation of convective activity at 4-km resolution during the July 1995 episode should be examined more carefully and methodologies developed and tested that preserve the good fine-scale variability but suppress any undesirable qualities.

· More surface and aloft ozone, precursor, and key indicator species predicted/observed comparisons should be made.

In addition, there are recommendations that can be made based on the modeling study concerning photochemical modeling in general:

· Mass consistency and mass conservation tests should be part of any modeling study until sufficient tests have been performed for each model so that we are assured there are not any problems.

· Future ozone modeling for regulatory compliance should be performed using multiple models.  The large differences in VOC/NOx sensitivity of CMAQ and CAMx ozone estimates is surprising since they used the same chemistry (CB-IV) and grid resolution, each approach appears to be equally valid so both approaches should be used. 

· The CMAQ horizontal diffusion parameterization should be examined and, if warranted, updated.

· The Smolarkiewicz advection and QSSA chemistry solvers should be retired from air quality modeling.

· The treatment of convective activity in high resolution meteorological modeling in support of air quality modeling should be studied in detail by a joint team of meteorological and air quality modelers.  
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