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ABSTRACT


The North American Research Strategy for Tropospheric Ozone (NARSTO) was established to develop the scientific basis for better understanding of the meteorological and chemical processes associated with high concentrations of ozone.  In the summer of 1995, the NARSTO consortium conducted a field program in the Northeast U.S. to provide the observational data base necessary to better study the regional ozone problem.  With support from the Coordinating Research Council (CRC) through contract A-12, Penn State University performed meteorological analysis and numerical modeling with the following objectives:

(1) Identify the key meteorological structures over the Northeast U.S. that led to the most intense high-ozone episode of 1995 (the NARSTO episode of 12-15 July 1995), and

(2) Assess the ability of a mesoscale numerical model (the Penn State/NCAR MM5) to simulate those structures, including an Appalachian Lee Trough (APLT) lying just east of the mountain chain.


Analysis of this case showed that it was characteristic of high-ozone events associated with the Bermuda High.  The specific distribution of ozone observed at the peak of the episode on 14 July is of particular interest, however, because only the area between the major northeastern urban corridor and the Atlantic Ocean experienced ozone exceedances.  While emissions patterns undoubtedly played an important role in this pattern, the analyses showed that an Appalachian Lee Trough also played a vital role.  The numerical modeling investigation supported the data analysis by investigating how the three-dimensional mesoscale structure of the APLT could have contributed to the formation and distribution of the observed ozone in this episode.


Numerical experiments were conducted for the episode using the Penn State/NCAR mesoscale model MM5.  Statistical evaluations of the experiments found that the root mean square (RMS) errors for the simulated winds (from ~100 - 3000 m above ground level) were only 0.28 m s-1, when full use was made of the special NARSTO observations in four-dimensional data assimilation (FDDA).  Mean errors for the wind direction through these layers was ~4 degrees, while the speed bias in the same layers was -0.12 m s-1.  Surface temperature statistics with full FDDA indicated a cold bias of only -0.7 C, while the mean error of the mixed-layer depth was only -23 m.  These error statistics are similar to or better than those found in most other numerical studies of air-quality episodes in which similar advanced data acquisition and modeling techniques were applied.


The following are the main conclusions about the 12-15 July 1995 episode and their importance for understanding air quality in the Northeast U.S.:

(1) Favorable synoptic-scale conditions for high concentrations of ozone, associated with the Bermuda High, included light winds, high temperatures, few clouds and sparse rainfall over the region.

(2) South-southwesterly winds east of an APLT favored the accumulation of emissions in an airstream flowing nearly parallel to the axis of the urban corridor.

(3) Westerly to northwesterly winds and sinking motion behind (west of) the APLT led to lower accumulation of emissions in that sector.

(4) Mixing-depth contrasts across the APLT favored less dilution of primary and secondary pollutants to the east of the trough.

(5) Low-level convergence and upward vertical velocities at the APLT led to the development of an elevated mixed layer over the planetary boundary layer on the east side of the trough.  These structures can result in injection of boundary-layer pollutants into the elevated mixed layer.

(6) Pollutants trapped in an elevated mixed layer essentially are protected from surface deposition processes, while the development of a nocturnal low-level jet promotes rapid inter-regional transport.

EXECUTIVE SUMMARY
Purpose of the Study

An important development in the past decade intended to accelerate the investigation and remediation of tropospheric ozone is embodied in the North American Research Strategy for Tropospheric Ozone (NARSTO).  NARSTO was established by the U.S. EPA and many public and private stakeholders from the United States, Canada and Mexico to develop the scientific basis for better understanding the meteorological and chemical processes by which ozone is formed.  Moreover, NARSTO was intended to provide the air-quality policy and management community with credible assessment tools and guidance for interpreting the scientific results.


The northeastern part of the United States poses many challenges in characterizing the regional ozone cycle.  The heavily industrialized and densely populated Northeast corridor is itself a very considerable source of ozone and its precursors.  In addition, the Northeast is climatologically downwind of other significant source regions, namely the Midwest and Southeast United States.  The characterization of the ozone cycle in the Northeast is further complicated by regional meteorological and topographic factors such as the Appalachian mountains, sea breezes, low-level jets, and at even finer scales, planetary boundary-layer processes, urban heat-island circulations, clouds and precipitation.  Therefore, the role of meteorological factors must be well understood in order for policy makers to develop effective control strategies to prevent exceedances of the National Ambient Air Quality Standard (NAAQS) established by the EPA, while minimizing unnecessary and expensive over-regulation.


In the summer of 1995 the NARSTO consortium conducted the NARSTO-Northeast field study to provide the observational data base necessary to better understand the regional ozone problem.  The NARSTO-Northeast study area extends from Virginia to Maine, and from the Appalachian Mountains eastward to the Atlantic coast.  This report documents the meteorological analysis and numerical modeling performed on these data by Penn State University, under Coordinating Research Council (CRC) contract A-12, in support of the NARSTO-Northeast program.  The primary objectives of this study were:

(1) To identify the key meteorological structures over the Northeast U.S. that led to the NARSTO high-ozone episode of 12-15 July 1995, and 

(2) To assess the ability of a mesoscale numerical model to simulate those structures.  One of the related specific goals is to investigate the role of the Appalachian Lee Trough (APLT) in this lower-tropospheric high-ozone episode over the Northeast U.S.


Since the output from the numerical simulations will be used in subsequent experiments using air-quality models (AQMs), it is important that the meteorological fields be as accurate as possible.  For this reason, simulations were run with and without four-dimensional data assimilation (FDDA) and are compared to observations to assess the model's ability to simulate the key meteorological structures for the extended period from 7-19 July 1995.  This period encompasses the antecedent clean-air and build-up periods leading to the 12-15 July high-ozone episode, as well as the subsequent clean-out period following 15 July.  Thus, the extended simulation period covers the full range of normal summertime conditions associated with both clean and polluted conditions over the Northeast U.S., plus transitional periods.  Besides the information contained in this report, additional information on the analysis of NARSTO-Northeast observations and the structure of the meteorological features of the study period discovered through numerical modeling have been reported in the peer-reviewed literature by Seaman and Michelson (2000).  All numerical experiments discussed in this final report have been archived on tape at Penn State and are available upon request, pending approval of CRC.


In many air quality studies, expensive field programs are undertaken to gather surface and upper-air data.  With the installation of the NOAA NEXRAD WSR-88D radars around the country in the past several years, a new potentially valuable source of upper-air wind data (velocity azimuth display, or VAD, winds) has become available.  Therefore, additional objectives of the study are:

(1) To develop practical and effective quality-checking procedures to identify and remove unreliable data from standard NEXRAD-VAD data sets, and

(2) To determine if assimilation of NEXRAD-VAD wind data can significantly improve skill scores in simulations of the mesoscale upper-air wind field in an air-pollution episode known to have weak dynamics.

These are important tasks necessary for exploiting this new data source for future air pollution studies, as well as for other meso-meteorological applications including real-time weather forecasting.  In addition to this report, more information on the analysis and use of the NEXRAD VAD winds for this NARSTO-Northeast study has been presented in the peer-reviewed literature by Michelson and Seaman (2000).

Meteorological Setting

The period of 12-15 July was chosen for this investigation because it was the most intense and extensive high-ozone episode in the Northeast U.S. during the summer of 1995.  Ozone concentrations above 100 ppb were common over the entire coastal-urban region from VA to ME on the afternoon of 14 July, with a peak of 175 ppb observed at Madison, CT.  Exceedances of the NAAQS were recorded at 37 monitoring sites on 14 July and at 36 sites on 15 July.  Ozone concentrations reached a maximum of 185 ppb on 15 July just before the high-pollution episode ended.  Such cases are of great significance in the Northeast because they expose large populations to potentially dangerous ozone concentrations, so that the potential aggregate impact on human health may be very large.


The mesoscale structure of the July 1995 episode was analyzed using both standard data from the National Weather Service and special observations from the NARSTO-NE data archives.  A review of the synoptic situation provides a context to understand the mesoscale conditions in which the high-ozone concentrations developed.  The large-scale pattern during the period was characteristic of the common summertime condition in which the climatologically persistent Bermuda High strengthens and extends westward over the Eastern United States.  First, a weak cold front entered the Northeast U.S. on 11 July (Figure 1a) and moved southward into the Mid-Atlantic region on 12 July (Figure 1b).  The front dissipated soon afterwards as the Bermuda High strengthened over the eastern U.S. (Figure 1c).  This anticyclonic pattern produced light west-southwesterly winds, mostly sunny skies, high temperatures and a subsidence inversion that
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Figure 1.

Analyses of observed sea-level pressure (solid, mb) and surface temperature (dashed, C).  (a) 1200 UTC, 11 July,  (b) 0000 UTC, 12 July, (c) 1200 UTC, 12 July 1995. Isobar interval is 2 mb, isotherm interval is 2 C.
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Figure 1c.
Continued.

helped reduce the mixed-layer depth over large areas.  Thus, the high-pressure system provided ideal meteorological conditions to support rapid photochemistry.


Although the Appalachian Mountains are not nearly as high as the ranges in the western U.S., they often induce the formation of a quasi-stationary feature to their east, known as the Appalachian Lee Trough (APLT), when the wind flow is mostly from the west.  That is, the APLT forms when a sizeable wind component exists perpendicular to the mountain range.  Lower-tropospheric convergence and boundary-layer vertical motions are maximized at and just east of the lee trough.  These conditions were triggered during the high-ozone episode of 12-16 July 1995 by the light westerly flow generated by the strengthening of the Bermuda High centered in the Carolinas south of the region of interest.  An important aspect of the APLT circulation is the intensification of low-level southerlies during the afternoon and evening hours. This strengthening of southerly flow can result from an increase in the pressure gradient due to interaction with the afternoon Atlantic sea breeze or because the trough may intensify during the day due to diabatic heating.  In either case, the low-level southerly flow enhances the low-level convergence along the APLT during the afternoon.  The importance for air-quality studies of the southerly flow ahead of the quasi-stationary trough is that the wind flow becomes approximately parallel to the heavily populated urban corridor, where emissions are expected to be especially large.  A schematic representation of the 3-D structure of the APLT was developed based on the conclusions of this investigation (see Section 8.1).


Other studies also have suggested that the position of the lee trough has an impact on the location of ozone maximums that develop in the Northeast U.S.  The sites with the highest ozone tended to be located in a narrow band just to the southeast (cyclonic) side of the lee trough axis.  This ozone pattern has been attributed to differences in the flow pattern north and west of the trough, as compared to the flow south and east of the trough.  To the north and west, the winds are generally from westerly to northwesterly, and are assumed to come from regions having far fewer emissions sources than the East Coast urban corridor, and thus the incoming air is considered to be relatively clean.  The winds farther to the south and east of the trough advect air into the Northeast from over the ocean.  This marine air also tends to be relatively clean.  However, the southerly to southwesterly flow just ahead of the APLT can be aligned nearly parallel to the urban centers, creating a narrow band of higher ozone values along the urban corridor just southeast of the APLT position.  Although the presence of the lee trough alone does not guarantee that the NAAQS will be exceeded, earlier studies indicate that a lee trough was present in nearly 70% of cases studied between 1978 and 1983 when NAAQS were exceeded in New York, New Jersey or Connecticut.


While analytic studies such as these indicate that the APLT can play a significant role in determining the magnitude and distribution of ozone in the Northeast, this role is not yet fully understood.  Relatively little has been done to investigate how the three-dimensional structure of the APLT affects regional transport and air quality in the Northeast corridor.  Thus, one of the goals of the present study supported by the Coordinating Research Council, Project A-12, has been to use a numerical model to better describe the 3-D mesoscale structure of the APLT, how it interacts with the synoptic-scale meteorology, and how it affects ozone concentrations and distributions in the Northeast U.S.

Model Description and Experiment Design

The numerical experiments reported in this study were performed using the Pennsylvania State University/National Center for Atmospheric Research (PSU/NCAR) mesoscale model, MM5.  The MM5 uses a terrain-following nondimensional pressure (sigma) vertical coordinate and includes prognostic equations for the three-dimensional winds, temperature, mixing ratios of water vapor, clouds and precipitation, and the perturbation pressure.  All prognostic equations are written in flux form and are solved with a split semi-implicit temporal integration.


For the purposes of this study, four nested grids are used: (1) a continental-scale grid with 108-km resolution, (2) a synoptic-scale 36-km grid, (3) a regional mesoalpha-scale 12-km grid covering most of the U.S. east of the Mississippi River, and (4) a local mesobeta-scale 4-km grid covering much of the Northeast U.S.  All four nested-grid domains use 32 vertical layers (13 layers below 850 mb).  The model is initialized starting with analyses obtained from the National Center for Environmental Predictions (NCEP), which are later enhanced with standard surface and radiosonde data to better resolve mesoalpha-scale features.  Terrain and land-use characteristics are supplied from data archives available at NCAR.


The MM5 makes use of a number of physics options important for this study.  Resolved-scale precipitation processes are treated explicitly with a simple water/ice scheme (no supercooled water).  Precipitation from subgrid-scale deep-convection is simulated through two types of implicit convective parameterizations.  Planetary boundary layer processes are represented with the 1.5-order Gayno-Seaman turbulence scheme.  It explicitly predicts the turbulent kinetic energy (TKE), from which eddy viscosities are diagnosed.  Boundary layer depth is derived as a function of the TKE profile.


A number of model experiments use of four-dimensional data assimilation (FDDA) to control the growth of errors during integration of the numerical model over a period of several days.  This technique dynamically combines observations with the MM5's prognostic equations at every time step.  The data assimilation methodology relies on the nudging technique (Newtonian relaxation), which has been used in past studies to reduce error accumulation by about 25-60 %.


Two types of FDDA are used in this study: analysis nudging and observation nudging (or, obs-nudging).  Both types of nudging add an artificial tendency term to the prognostic equations that is proportional to the difference between the model state and the observed state.  Five experiments were run on the July 1995 case.  The first, a control experiment, used no FDDA.  Next, an experiment was designed in which only analyses based on standard data from the National Weather Service were assimilated, using the analysis-nudging technique.  Two additional diagnostic experiments were run to determine whether winds derived from NEXRAD WSR-88D radars could be effective in the FDDA obs-nudging system.  Finally, once the value of these NEXRAD-derived winds had been established, a final experiment was created in which analysis nudging was performed on the outer three model domains, plus observation nudging was applied on the innermost two domains (both types of FDDA were used on the 12-km domain).  Thus, this final experiment used the full range of standard and special meteorological data available during the NARSTO-Northeast study.

Evaluation of Analytic and Numerical Results


Observations and numerical model fields were analyzed to study the meteorological structures contributing to high concentrations of lower-tropospheric ozone over the Northeast U.S. on 14 - 15 July 1995.  It was found that this episode is characteristic of high-ozone events associated with the Bermuda High, having light winds, high temperatures, few clouds and sparse rain over the entire region.  The specific distribution of ozone at the peak of the episode on July 14 is of particular interest, however, since only the area from the urban corridor to the Atlantic Coast experienced ozone exceedances.  The analyses showed that an Appalachian Lee Trough (APLT) played a vital role in this pattern.  Mesoscale wind and thermal structures associated with the APLT that affected ozone formation and distribution included:

(1) South-southwesterly winds east of the trough, which favored accumulation of emissions in an airstream passing directly along the urban corridor,

(2) West to northwesterly winds behind the APLT, which led to lower accumulation of emissions in that sector,

(3) Mixing depth contrasts across the APLT, which favored less dilution of primary and secondary pollutants to the east of the trough, and

(4) Low-level convergence and upward vertical velocities at the APLT, which led to the development of an elevated mixed layer over the planetary boundary layer on the east side of the trough, where pollutants could be trapped and transported for long distances by a low-level jet.


Statistical evaluation of the model experiments confirmed results from a structural evalua-tion, that those experiments with FDDA best represented the meteorology of this episode.  Visual inspections indicated that the location and strength of the APLT was best simulated by the experiment that assimilated the full range of available data (Exp. FULLOBS).  Overall, the lowest statistical errors for temperature and winds occurred when all types of data (VAD, wind profiler, SODAR, RASS temperatures, and supplemental radiosonde data) were assimilated.  The RMS errors for wind speeds aloft (100-3000 m AGL) were reduced from 1.8 m s-1 in the control experiment (with no FDDA) to 0.28 m s-1 for Exp. FULLOBS.  Mean errors for wind directions aloft also were lowest in Exp. FULLOBS, averaging around 4 degrees, while the mean error in the control experiment averaged ~ -7 degrees.  Mean wind-speed errors aloft indicated that a fast bias in the control (0.71 m s-1) was reduced to nearly zero in Exp. FULLOBS (-0.12 m s-1).  Surface temperature statistics indicate that the cold bias of -1.28 C in the control experiment was reduced by over 40% in Exp. FULLOBS.  Mixed-layer depths were also simulated best by Exp. FULLOBS.  Not only were mean depth errors reduced from -185 m in the control experiment to -23 m in Exp. FULLOBS, but the mean absolute errors and RMS errors were lowest for Exp. FULLOBS, as well.


NEXRAD velocity azimuth display (VAD) winds were available at ten sites in the Northeast during intensive observing periods of the NARSTO-Northeast field study conducted in the summer of 1995.  These VAD winds represent a potentially valuable routine source of upper-air data suitable for mesoscale four-dimensional data assimilation (FDDA) and other meso-meteorological applications.  Two types of quality checking were applied to the VAD winds: (1) a standard internal vertical and temporal consistency check, and (2) a new filter that uses bias-corrected model predictions as a background field against which the data are compared.  After removing unreliable data, the VAD winds were assimilated into the MM5.  Experiment evaluations using independent upper-air data demonstrated that the VAD winds significantly reduced model wind errors, especially below 2.0 km, where they are most numerous in this case.  Independent verification also indicated that the quality-check filter presented in this study contributed to the improvement of the data-assimilated model results.

Conclusions


To summarize the principal characteristics of this episode and their importance for understanding air quality in the Northeast U.S., the following points are notable:




(1)
Favorable synoptic-scale conditions for high ozone, associated with the Bermuda High, included light winds, high temperatures, few clouds and sparse rainfall.




(2)
South-southwesterly winds east of an APLT favored accumulation of emissions in an airstream passing directly over the urban corridor.




(3)
Westerly to northwesterly winds and sinking motion behind the APLT led to lower accumulation of emissions in that sector.




(4)
Mixing depth contrasts across the APLT favored less dilution of primary and secondary pollutants to the east of the trough.




(5)
Low-level convergence and upward vertical velocities at the APLT led to the development of an elevated mixed layer over the planetary boundary layer on the east side of the trough.  These structures can promote injection of boundary layer pollutants into the elevated mixed layer.




(6)
Pollutants trapped in an elevated mixed layer are protected from surface deposition processes, while the development of a nocturnal low-level jet can lead to rapid inter-regional transport.


For this study the error characteristics of NEXRAD-VAD winds were examined by comparing NEXRAD-derived soundings to co-located radiosondes.  It was found that, in this weakly forced anticyclonic environment, these data tend to have fairly low biases, but have a large scatter about the mean for both speed and direction.  Furthermore, the VAD winds appear to be most reliable below ~2.0 km (i.e., below the subsidence inversion), where the density of environmental scatterers is expected to be greatest.  Following the development of suitable quality-checking procedures, the VAD winds were assimilated into MM5.  The model solutions were evaluated using an independent data set consisting of winds from profilers, SODAR and radiosondes.  Comparison of statistical results for model performance indicated that assimilation of the VAD winds via observation nudging was quite effective for reducing errors in wind speed and direction, relative to experiments without FDDA and with only analysis-nudging FDDA.


Based on these results, and comparisons with statistics for model applications in other regions of the U.S., it is concluded that the MM5 meteorological fields from Exp. FULLOBS are suitable for use in air-quality models.  The results in Exp. FULLOBS are somewhat superior to those in a similar experiment in which only analysis nudging is used.  However, Exp. FULLOBS could only be run from 12-16 July because of the limited period in which special observations were available during the NARSTO-Northeast field study.  For air-quality modeling outside of this intensive observing period, the experiment with only analysis nudging is available from 7-19 July 1995.  While its errors are not quite as low, on average, as those of Exp. FULLOBS, it should be suitable for most modeling purposes.


Several recommendations can be made to improve the design of data-collection networks for future air-quality studies, based on the findings of this investigation.  Briefly, this information can be summarized as follows:

(1) For high-ozone cases in the Eastern U.S., the APLT occurs frequently enough and can exert such significant influence on plume dispersion that future field studies conducted in this region should be designed to investigate its characteristics on a case-by-case basis.  Since the location of the trough can change somewhat from one case to another, instrumented aircraft capable of making both meteorological and chemical measurements may be the best observing platform.  Look for contrasts in mixed-layer depths, winds, clouds, species concentrations, etc.

(2) Mesoscale meteorological models of the 1990s were unable of account for the vertical transport of boundary-layer air by fair-weather cumulus clouds, even though these clouds are very common in summer episodes over the eastern U.S. having poor air quality.  Thus, an important physical mechanism related to species transport and transformation is missing or poorly represented in air-quality models due to inadequate meteorological modeling.  Detailed shallow-convection sub-models are needed for meteorological models to capture this potentially important process.

(3) Plans for acquiring and using new sources of remotely sensed wind data should be built into future air-quality observing programs from the planning stage.  The NARSTO-Northeast study has shown the value of supplemental low-level wind data derived from NEXRAD reflectivities (see Sec. 8.2.1).  Those data are most commonly restricted to layers below 3 km.  However, new technologies now allow large volumes of wind observations to be derived from satellite imagery using cloud-tracking and water-vapor-tracking techniques (e.g., Velden et al. 1998).  These winds are available at horizontal densities finer than 50 km and at time intervals of 1 h.  The satellite-derived winds can be obtained from altitudes between about 1.5 km (850 mb) and 12-km (200 mb).  Logistically, it is much easier and far less expensive to calculate winds from the satellite visible and infrared data in real time and to archive it at once, rather than attempting to recover large volumes of raw satellite data at a later time.  Thus, future field studies would be very well-served to include these non-standard sources of supplemental wind data and to acquire them in real time.

(4) Finally, it remains important to retain some special radiosonde data in future field studies designed for air-quality purposes.  Current remote sensing methods are not fully adequate for obtaining accurate and inexpensive thermal and moisture profiles suitable for use in meteorological models.  Moreover, because radiosondes represent well-proven technology with comparatively low characteristic errors, radiosonde winds provide a very valuable "ground truth" against which remotely sensed data can be benchmarked.  Therefore, it would be unwise to eliminate radiosondes entirely, even though they may be rather costly to obtain.

Report Structure



This final report summarizes the results of an investigation carried out by the Pennsylvania State University (Nelson Seaman, Principle Investigator), entitled "A Numerical and Analytical Investigation of Meteorological Characteristics over the Northeastern United States during Episodes of Poor Air Quality."  The study was sponsored by the Coordinating Research Council through Contract No. A-12 with Penn State.



Section 1 presents an introduction describing work done in previous air-quality studies to understand their associated meteorological features.  The introduction also discusses data issues and presents the objectives of the study.  Section 2 of the report will present an analysis of the meteorological observations describing the principal synoptic and mesoscale features of the 12-15 July 1995 episode.  A brief description of the MM5 numerical model and the four-dimensional data assimilation system will be provided in Section 3.  Section 4 discusses special NARSTO data sets, examines the types of errors found in the VAD wind data and documents the development of suitable quality-checking procedures.  Section 5 describes the experiment design for assimilating the special data (including the VAD winds) in the numerical simulations.  Section 6 will give an analysis of the mesoscale meteorological structure of the peak high-ozone period, based on the NARSTO data, while Section 7 will show the results of numerical simulations for the same period.  Statistical evaluation of model performance will also be presented in Section 7.  Finally, Section 8 will provide a synthesis of the data analysis and numerical experimentation to give a conceptual model for the case, followed by a brief summary of the major findings of the study.
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Figure 3.

Top-down view of westerly airflow over a mountain range.


The letters a, b, c and d correspond to the locations shown in Figure 2.
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Figure 4.

Observed one-hour average ozone concentrations (ppb) at 1900


UTC (1500 EDT) , 14 July 1995.  Contour interval is 10 ppb.  Minimum


contour is 70 ppb.
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Figure 5.

(a) Maximum hourly observed ozone (ppb) per day in the


NARSTO-NE study region for July 1995.  (b) Number of sites in the


NARSTO-NE study region recording exceedances of the hourly NAAQS for


ozone during July 1995.  Black indicates NARSTO-NE Intensive Observing


Periods.
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Figure 6.

NCEP analyses of 850-mb heights (solids, m) and temperatures


dashed, C).    (a) 0000 UTC, 10 July,  (b) 0000 UTC, 11 July,  (c) 0000 UTC,


12 July,  (d) 1200 UTC, 12 July 1995.
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Figure 7.

Evolution of 850-mb temperatures (C) at four northeastern upper-


air sites from 10-16 July 1995, during the NARSTO-NE high-ozone episode.


Sites are Albany (ALB), Brookhaven (OKX), Pittsburgh (PIT) and 


Dulles (IAD).
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Figure 8.

Precipitation (inches) observed over the 24-h period ending


1200 UTC, 12 July 1995.
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Figure 9.

NCEP analyses of 850-mb heights (solids, m) and temperatures


(dashed, C).    (a) 0000 UTC, 13 July,  (b) 0000 UTC, 14 July,  (c) 0000 UTC,


15 July,  (d) 1200 UTC, 14 July 1995.
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Figure 10.
Regional analyses of observed sea-level pressure (mb).  (a) 1200 


UTC, 13 July,  (b) 1500 UTC, 13 July,  (c) 0000 UTC, 14 July,  (d) 1200 UTC,


14 July 1995.  Dashed line marks the position of the Appalachian Lee Trough.
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Figure 11.
Analysis of observed sea-level pressure (mb) for 1200 UTC,


14 July 1995.  Isobar interval is 2 mb.
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Figure 12.
Observed radiosonde for Clarksburg, MD, valid at 1900 UTC,


13 July 1995.
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Figure 13.
Precipitation (inches) observed over the 24-h periods ending at


(a) 1200 UTC, 13 July,  (b) 1200 UTC, 14 July,  (c)  1200 UTC, 15 July 1995.
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Figure 14.
Regional analyses of observed sea-level pressure (mb).  (a) 2100


UTC, 15 July,  (b) 0600 UTC, 16 July,  (c) 1200 UTC, 16 July 1995.
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Figure 15.
Location of the special NARSTO-NE surface meteorological data


sites for the summer 1995 field study.







  81

Figure 16.
Location of the NARSTO-NE upper-air observing sites for the


summer 1995 field study.
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Figure 17.
Time-height series of VAD winds at Binghamton, NY, from 0000


to 2300 UTC, 13 July 1995.  Full barb is 10 ms-1.  Height scale at right is in km.
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Figure 18.
Time-height series of VAD winds at Albany, NY, from 0000 to


2300 UTC, 13 July 1995.  Full barb is 10 ms-1.  Height scale at right is in km.
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Figure 19.
Comparison of collocated VAD and radiosonde wind speeds (ms-1)


vs. height AGL at Albany, NY, at 1200 UTC, 13 July 1995.




  91

Figure 20.
Comparison of collocated VAD and radiosonde wind speeds (ms-1)


vs. height at Pittsburgh, PA, at 1200 UTC, 13 July 1995.
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Figure 21.
Differences of wind speed and direction versus height between


collocated VAD and radiosonde measurements averaged over 90 pairs of


soundings in the Northeast during the NARSTO-NE study.  (a) mean wind-


speed difference (ms-1),  (b) mean wind-direction difference (degrees).
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Figure 22.
Differences of wind speed and direction versus height between


collocated VAD and radiosonde measurements averaged over 90 pairs of


soundings in the Northeast during the NARSTO-NE study.  (a) Root mean


square (RMS) difference of wind speed (ms-1),  (b) root mean square (RMS)


difference of wind direction (degrees).
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Figure 23.
Wind-direction difference (degrees) versus VAD-wind speed


(ms-1) between collocated VAD and radiosonde winds for 90 pairs of


soundings during NARSTO-NE.  The Xs indicate differences at individual


levels for each sounding pair.  Dashed line indicates the limits of the quality-


control direction-tolerance filter.
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Figure 24.
Wind-direction difference (degrees) versus VAD-wind speed


(ms-1) between hourly VAD and model-simulated winds (from the 36-km


MM5 grid) during the study period from 0000 UTC, 12 July to 0000 UTC,


16 July 1995.  The VAD winds are shown before any quality control.  Model


winds are shown before removal of direction bias.
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Figure 25.
Same as Figure 24, except after application of quality-control


direction-tolerance filter, including model bias removal.
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Figure 26.
Mean differences of wind direction and speed versus height


between VAD and model-simulated winds (from the 36-km grid) from 0000


UTC, 12 July to 0000 UTC, 16 July 1995 before MBBC (open squares) and


after MBBC (crosses).  (a) Mean wind direction difference (degrees), 


(b) mean wind speed difference (m s-1).
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Figure 27.
RMS differences of wind speed and direction versus height


between VAD and model-simulated winds (from the 36-km grid) from


0000 UTC, 12 July to 0000 UTC, 16 July 1995 before MBBC (solid line)


and after MBBC (dashed line).  (a) RMS wind speed difference (m s-1),


(b) mean wind direction difference (degrees).
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Figure 28.
Location of the four nested domains for the MM5 mesoscale model.
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Figure 29.
Streamline analysis of observed 925-mb winds (kts) at 1200 UTC,


13 July 1995.  Appalachian Lee Trough shown as dashed line.
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Figure 30.
Streamline analysis of observed 925-mb winds (kts) at 1200 UTC,


14 July 1995.  Appalachian Lee Trough shown as dashed line.
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Figure 31.
MM5 simulated surface-layer winds on the 4-km domain, valid at


2100 UTC, 14 July 1995.  (a) Exp. CNTL, (b) Exp. FULLOBS.  Full barb is


5 m s-1.  Isotach contour interval is 2 m s-1.  The Appalachian Lee Trough is


shown as heavy dashed lines.
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Figure 32.
Terrain for the 4-km MM5 domain.  Contour interval is 50 m.


Lines AB and CD represent locations of vertical cross sections for diagnosis


of simulated fields.
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Figure 33.
MM5 simulated 925-mb wind streamlines on the 12-km model


domain valid at 1200 UTC, 14 July 1995.  (a) Exp. CNTL, (b) Exp. AFDA,


(c) Exp. FULLOBS.  Appalachian Lee Trough is shown as heavy dashed lines.
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Figure 34.
MM5 simulated surface-layer winds on the 4-km domain, valid at


2100 UTC, 14 July 1995.  (a) Exp. CNTL, (b) Exp. FULLOBS.  Full barb is


5 m s-1.  Isotach contour interval is 2 m s-1.  The Appalachian Lee Trough is


shown as heavy dashed lines.
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Figure 35.
Backward trajectories based on 4-km MM5-simulated winds from


Exp. FULLOBS.  Parcels arrive at final locations about 120 m AGL at 0000


UTC, 15 July 1995, and were calculated backwards for 12 h.  Small ticks on


trajectories indicate parcel locations at 3 h intervals.  Heavy dashed line indicates


afternoon position of APLT.
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Figure 36.
Cross section showing potential temperature (K) and mixing depth


(dashed line) at 1600 EDT (2000 UTC), 14 July 1995.  The location of the


cross section is indicated by line AB in Figure 32.  Isentropes shown at intervals


of 1 K (thin solids).  Point AC indicates Atlantic coast.  CB indicates the


Chesapeake Bay.  Point ET marks the position of the eastern branch of the


Appalachian Lee Trough.
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Figure 37.
Wind vectors for u and w components at 1600 EDT (2000 UTC),


14 July 1995, in a vertical cross section along the line AB shown in Figure 32.


Isopleths are for the vertical component, w, at intervals of 10 cm s-1.  Point AC


indicates Atlantic coast.  CB indicates the Chesapeake Bay.  Point ET marks


the position of the eastern branch of the Appalachian Lee Trough.
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Figure 38. 
Cross section showing potential temperature (K) and mixing depth


(dashed line) at 1600 EDT (2000 UTC), 14 July 1995.  The location of the


cross section is indicated by line CD in Figure 32.  Isentropes shown at intervals


of 1 K (thin solids).  Point AC indicates Atlantic coast.  Point ET (WT) marks


the position of the eastern (western) branch of the Appalachian Lee Trough.

 141

Figure 39.
Wind vectors for u and w components at 1600 EDT (2000 UTC),


14 July 1995, in a vertical cross section along the line CD shown in Figure 32.


Isopleths are for the vertical component, w, at intervals of 10 cm s-1.  Point AC


indicates Atlantic coast.  Point ET (WT) marks the position of the eastern


(western) branch of the Appalachian Lee Trough.
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Figure 40.
Cross section showing relative humidity (%) at 1600 EDT


(2000 UTC), 14 July 1995.  The location of the cross section is indicated by


line CD in Figure 32.  Isopleths shown at intervals of 20% (thin solids).  Point


AC indicates Atlantic coast.  Point ET (WT) marks the position of the eastern


(western) branch of the Appalachian Lee Trough.






 144

Figure 41.
Backward trajectories based on 12-km MM5-simulated winds from


Exp. FULLOBS.  Parcels arrive at final locations about 120 m AGL at 0000 UTC,


1995, and were calculated backwards for 30 h.  Small ticks on trajectories


15 July indicate parcel locations at 3 h intervals.  Heavy dashed line indicates


afternoon position of APLT.
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Figure 42.
Domain-averaged index of agreement, I, for surface wind speed


on the 4-km domain valid from 1200 UTC, 12 July, to 0000 UTC, 19 July 1995.


(a) Exp. CNTL, (b) Exp. AFDA, (c) Exp. FULLOBS.
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Figure 43.
Domain-averaged scalar wind speed in the surface layer for the


4-km domain valid from 1200 UTC, 12 July, to 0000 UTC, 19 July 1995.

(a) Exp. CNTL, (b) Exp. AFDA, (c) Exp. FULLOBS.  Solid line shows

predicted scalar wind speed and dots represent observed scalar wind speed.

 151

Figure 44.
Domain-averaged surface wind direction for the 4-km domain


valid from 1200 UTC, 12 July, to 0000 UTC, 19 July 1995.  (a) Exp. CNTL,

(b) Exp. AFDA, (c) Exp. FULLOBS.  Solid line shows predicted scalar wind

speed and dots represent observed scalar wind speed.





 152

Figure 45.
Upper-air wind speed and direction statistics versus height


averaged over all observing sites on the 4-km domain for the case of 1200


UTC, 12 July, to 0000 UTC, 19 July 1995.  (a) RMS wind speed errors,

(b) mean wind direction errors, (c) mean wind speed errors.  Open squares

represent Exp. CNTL.  Triangles represent Exp. AFDA.  Crosses represent

Exp. FULLOBS.
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Figure 46.
Domain-averaged hourly surface-layer temperatures for the


4-km domain valid from 1200 UTC, 12 July, to 0000 UTC, 19 July 1995.

(a) Exp. CNTL, (b) Exp. AFDA, (c) Exp. FULLOBS.  Solid line shows

predicted temperatures and asterisks represent observed temperatures.
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Figure 47.
Root mean square error (RMSE) of upper-air temperatures


versus height averaged over all observing sites on the 4-km domain for


the case of 1200 UTC, 12 July, to 0000 UTC, 19 July 1995.  Open squares


represent Exp. CNTL.  Triangles represent Exp. AFDA.  Crosses represent


Exp. FULLOBS.
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Figure 48.
Regional analyses of observed sea-level pressure (mb) at


2100 UTC, 14 July 1995.  Dashed line marks the position of the Appalachian


Lee Trough.
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Figure 49.
Observed radiosonde for Clarksburg, MD, valid at 2000 UTC,


14 July 1995.
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Figure 50.
Simulated sounding on the 4-km domain for Clarksburg, MD,


valid at 2000 UTC, 14 July 1995.  (a)  Exp. CNTL, (b) Exp. AFDA,


(c) Exp. FULLOBS.
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Figure 51.
Scattergrams of observed and simulated mixed-layer depths at


sounding sites in the Northeast United States during the period 12-16 July

1995. (a) Exp. CNTL,  (b) Exp. AFDA,  (c) Exp. FULLOBS.  Solid diamonds

represent Albany, NY.  Solid squares represent Dulles, VA.  Open circles

represent Pittsburgh, PA.  Solid triangles represent Clarksburg, MD.  Asterisks

represent Greensboro, NC.  Values for Albany, Dulles and Clarksburg lie in

the 4-km domain, while Pittsburgh and Greensboro are in the 12-km domain.

Solid line represents perfect agreement between model and observations.
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Figure 52.
Comparison of observed mixed-layer depths (m) derived from


a radar wind profiler at Gettysburg, PA (horizontal striping), versus a radiosonde


sounding at Clarksburg, MD (no striping), for coincident times during 12-14 July


1995.  The value of the mixing depth is plotted above the respective bars.
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Figure 53.
Observed radiosonde for Clarksburg, MD, valid at 1900 UTC,


13 July 1995.
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Figure 54.
Scattergrams of observed and simulated mixed-layer growth rates


compared at radar wind profiler sites in the 4-km domain during 11-15 July 1995.

(a) Exp. CNTL,  (b) Exp. AFDA,  (c) Exp. FULLOBS.  Triangles represent

Rutgers, NJ.  Squares represent Redhook, NY.  Diamonds represent Gettysburg,

PA.
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Figure 55.
Wind errors versus height on the 4-km domain for fields simulated


by Exp. VAD averaged over all hours for 14 July 1995.  Shown are results


obtained when assimilating nonfiltered VAD winds (solid line) and MBBC


-filtered VAD winds (dashed line).  (a) RMS errors for vector wind difference


(m s-1),  (b) Mean absolute errors for wind direction (degrees).
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Figure 56.
Winds (m s-1) simulated on the 4-km domain at 1560 m AGL


(about 850 mb over the ocean) for 1800 UTC, 14 July 1995.  Contour interval is


3 m s-1, with vectors shown at every fifth grid point.  (a) Exp. AFDA.  (b) Exp.


FULLOBS.
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Figure 57.
Vector wind differences (m s-1) simulated on the 4-km domain


at 1560 m AGL (about 850 mb over the ocean) for 1800 UTC, 14 July 1995.


Contour interval is 3 m s-1, with vectors shown at every fifth grid point.  (a) Exps.


VAD-AFDA.  (b) Exps. NOVAD-AFDA.  (c) Exps. FULLOBS-AFDA.
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Figure 58.
Wind errors versus height on the 4-km domain for four


experiments, verified against only the non-VAD observations, averaged over


all times for 14 July 1995.  Filled diamonds represent Exp. CNTL.  Open


squares represent Exp. AFDA.  Open circles represent Exp. VAD.  Filled


triangles represent Exp. FULLOBS.  (a) RMS vector wind difference errors


(m s-1),  (b) Mean wind speed errors (m s-1),  (c) Mean absolute wind direction


errors (degrees).
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Figure 59.
Schematic diagram showing a conceptual model of the


meteorological structure during the NARSTO-Northeast high-ozone episode


of 14-15 July 1995.
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1.
INTRODUCTION

Over the past few decades, the harmful effect on human health due to ozone in the lower troposphere has become one of the more important environmental concerns in developed countries.  Consequently, the United States federal government, through the Environmental Protection Agency (EPA), has instituted a set of National Ambient Air Quality Standards (NAAQS) that limits one-hour exposure to ozone to 120 ppb and sets a new limit for eight-hour exposure to 80 ppb (the latter has been upheld after review).  It is well known that meteorology is a crucial factor contributing to poor air quality, along with two other major factors: emissions and atmospheric chemistry.  Of course, the reduction of ambient ozone to comply with the federal mandates is ultimately dependent on the control of precursor emissions.  However, as state and local governments and private industry seek to minimize the societal and economic disruptions associated with reducing emissions, it has become clear that better understanding is needed of both the meteorological and chemical processes which lead to the production, transport, mixing and removal of tropospheric ozone.


An important recent development intended to accelerate the investigation and remediation of tropospheric ozone is embodied in the North American Research Strategy for Tropospheric Ozone (NARSTO).  NARSTO was established by the U.S. EPA and many public and private stakeholders from the United States, Canada and Mexico to develop the scientific basis for better understanding the meteorological and chemical processes by which ozone is formed and to provide the air-quality policy and management community with credible assessment tools and guidance (U.S. EPA, 1994).


The northeastern part of the United States poses many challenges in characterizing the regional ozone cycle.  The heavily industrialized and densely populated Northeast corridor is itself a very considerable source of ozone and its precursors.  In addition, the Northeast is climatologically downwind of other significant source regions, namely, the Midwest and the Southeast United States.  Characterization of the ozone cycle in the Northeast is further complicated by regional meteorological and topographic factors such as the Appalachian Mountains, sea breezes, low-level jets, and at even finer scales, planetary boundary-layer processes, urban heat-island circulations, clouds and precipitation.  Therefore, the role of meteorological factors must be well understood in order for policy makers to develop effective control strategies to prevent exceedances of the NAAQS mandates, while minimizing unnecessary and expensive over-regulation.


In the summer of 1995 the NARSTO consortium conducted the NARSTO-Northeast field study to provide the observational data base necessary to better understand the regional ozone problem.  The NARSTO-Northeast study area extends from Virginia to Maine, and from the Appalachian Mountains eastward to the Atlantic coast.  This report documents the meteorological numerical modeling and analysis performed on these data by Penn State University in support of the NARSTO-Northeast program.


1.1
Importance of Previous Air-Quality Studies


High concentrations of tropospheric ozone have long been identified not only as a local problem, but a regional problem, as well.  As such, many regional studies have been carried out to develop effective and economical control strategies for areas subject to frequent ozone exceedances.  Results indicate that very different local and regional meteorological influences can be dominant in various settings.  For example, frequent subsidence inversions that occur below the elevation of surrounding mountain ranges tend to trap pollutants in the Valley of Mexico (Jauregui 1988, Fast 1998) and the Los Angeles Basin (Edinger 1959, Blumenthal et al. 1978, Schultz and Warner 1982).  In these regions high pollution concentrations are expected to be associated primarily with local emissions.  Subsequent efforts to study locally dominated conditions in the Los Angeles Basin include the 1987 South Coast Air Quality Study (SCAQS87) (Lawson 1990) and the 1997 South Coast Ozone Study (SCOS97) (Fujita et al. 1997, Stauffer et al. 2000).  In the Upper Midwest U.S., lake breezes and shallow boundary layers over Lake Michigan trap and re-circulate pollutants into near-shore communities over the mesoscale region of the lake environment (Lyons et al. 1995).  This type of situation leads to interactions between regional and local circulations and has been studied extensively through the Lake Michigan Ozone Study (LMOS) (Bowne and Shearer 1991, Eastman et al. 1995, Shafran et al. 2000).  Other regional-scale studies, where local circulations were found to be important, but not dominant in all situations, include the San Joaquin Valley Air Quality Study (SJVAQS)/Atmospheric Utility Signatures, Predictions and Experiments (AUSPEX) Regional Modeling Adaptation Project (SARMAP) in central California (Ranzieri and Thuillier 1991, Seaman et al. 1995) and the Southern Oxidant Study (SOS) in the Southeast U.S. (Chameides and Cowling 1995).


A brief examination of the data from these studies reveals that meteorology is indeed an important factor contributing to the magnitude and regional distribution of ozone concentrations. It is also clear that even the fairly dense special observing networks of these field studies are insufficient to fully resolve the mesobeta-scale features of the meteorology, which are often very important for understanding poor air-quality episodes.
  Therefore, numerical models have been used for these episodes to generate meteorological fields having better resolution and three-dimensional structure than can be discerned from the data alone.  For example, Seaman et al. (1995) used a 4-km mesh in the Pennsylvania State University/National Center for Atmospheric Research (PSU/NCAR) Mesoscale Model (MM5) and an extensive data base from the SJVAQS/AUSPEX program to investigate atmospheric conditions associated with high ozone concentrations in the San Joaquin Valley.


During the middle to late 1970's, several studies investigated the transport of ozone into and through the Northeast urban corridor.  For example, Wolff et al. (1977) showed that there was an additive contribution to ozone concentrations from multiple urban plumes as air parcels moved through the corridor.  Additionally, Wolff et al. (1977) investigated the importance of long-range transport of ozone from the Midwest and Southeast to the Northeastern U.S.  Using ozone concentration maps and daily meteorological maps to calculate forward and backward trajectories, it was shown that elevated ozone levels could be transported from other regions to the Northeast.  It was concluded that, for significant transport to occur, elevated ozone levels must be generated in the Midwest (or Southeast), the air must be advected into the Northeast corridor and the ozone concentrations in this advected air must remain high overnight, because the transport distances required 24-48 h for parcels to reach the Northeast.


In more recent years, several studies have examined the synoptic patterns of high-ozone episodes in the eastern U.S.  One such study by Corrie and Yarnal (1992) characterized the synoptic patterns of nearly 90 % of all high ozone episodes in Western Pennsylvania during 1978-1987 into three categories:



(1)
slow-moving anticyclones that migrate west to east over the ozone transport region (OTR) of the Northeast urban corridor,



(2)
weak southerly to southwesterly winds on the western edge of the Bermuda High, and



(3)
southwesterly flow in the warm sector of an approaching low pressure system.


Ray et al. (1998) applied these classifications over the Northeast for 1994 and found that virtually all days having elevated ozone levels fell into one of these three categories.  While this indicates the importance of the synoptic pattern to the development of high-ozone episodes, it is not the only factor.  In fact, Ray et al. (1998) describe a possible mesoscale mechanism for long range transport of ozone in the Northeast OTR, the nocturnal low-level jet (LLJ).  This jet forms as an inertial oscillation at the top of the prior afternoon's convective boundary layer after it has decoupled from the surface drag by the development of the stable nocturnal boundary layer (Blackadar, 1957).  Development of the nocturnal boundary layer leaves a residual ozone layer aloft that is cut off from the surface deposition and the titration mechanisms that would otherwise tend to destroy ozone during the night.  As a result, this elevated ozone layer in the LLJ remains intact overnight and can be transported rapidly over distances of hundreds of kilometers.  The next day, when the convective boundary layer grows into this layer, turbulent mixing causes the elevated ozone to be mixed downward to the surface, where fresh ozone and precursors may already exist, leading to even higher concentrations.


Blumenthal et al. (1998) analyzed observations from the NARSTO-NE study during the summer of 1995 and proposed three general categories of flow regimes that influenced the transport of ozone and its precursors.  These categories, which separate the flow regimes by altitude, are identified as follows:



(1)
Boundary-layer synoptic transport (800 - 2000 m MSL), which includes transport from the Midwest, mainly with west to northwesterly flow.



(2)
Channeled flows below the ridge heights (200 - 800 m MSL), which include nocturnal LLJs and Appalachian Lee Troughs, and often have southwesterly flow aligned with the urban corridor.



(3)
Near-surface flows (0 - 200 m MSL), which include sea-breeze circulations and light south to southwesterly flows.

Another observation made by Blumenthal et al. (1998) is that mixing depths increased more slowly on days having widespread ozone exceedances.  Furthermore, a study by Gaza (1996) used data collected from the NARSTO-NE study to examine the influence of two mesoscale features, the Appalachian Lee Trough (APLT) and sea breeze circulations, on the magnitude and distribution of ozone in the Northeast.  One of these, the APLT, is of sufficient importance to the mid-July 1995 NARSTO-NE high-ozone episode discussed later in this report that a more thorough discussion of lee trough formation mechanisms is appropriate.


1.2
The Appalachian Lee Trough

Mountain lee troughs have been studied in great detail in many places around the world including the Rocky Mountains in the United States and the Alps in Europe.  Most investigations of lee troughs associated with the more modest elevations of the Appalachian Mountains in the Eastern U.S. have concentrated on the winter season.  For that time of the year, cold-air damming events and explosive east-coast cyclogenesis have been studied in relation to the formation of an APLT and a pre-existing baroclinic disturbance (e.g., Bosart 1981, Bell and Bosart 1988, Uccellini et al. 1987).  However, very few studies have examined the effects of this mesoscale trough feature during the warm season.  The summertime APLT forms when the synoptic-scale flow has a west-to-east component normal to the major terrain.  The circulations associated with the APLT can play a role in the overall summer climatology of the Eastern U.S., including the initiation of convection (Weisman 1990a, 1990b).


The presence of a lee trough is usually explained by two fundamental processes.  First, an air column experiences net expansion vertically as it undergoes adiabatic compression and warming while descending the lee side of a mountain range.  The surface air pressure falls as a hydrostatic response to the net warming of the column of air, forming a low-pressure trough on the lee side of the mountain.  The second process can be explained by using quasi-geostrophic theory applied to barotropic, inviscid flow over a mountain.  Following Carlson (1991), the quasi-geostrophic vorticity equation can be reduced to give
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A classic presentation of lee-trough formation using this theory is to follow a column of air constrained by two isentropes as it passes from west to east over a north-south mountain range (Figure 2).  The isentropic surfaces moving from location a to b in Figure 2 do not follow the terrain exactly (Carlson 1991).  They spread apart as the mountain is approached.  As the column expands vertically, it contracts laterally (converges) and gains cyclonic vorticity as it approaches the mountain at location b.  This can be seen in Figure 3, where there is initial cyclonic rotation before the column traverses the mountain.  As the parcel moves up the mountain from location b to c, the column contracts vertically, expands laterally (diverges) and acquires anticyclonic rotation (Figure 3).  Next, as the column descends the mountain from c to d, it expands vertically and contracts laterally (converges).  Once the column begins to descend the lee side of the mountain, it gains cyclonic vorticity.  As seen in Figure 3, when the column reaches the lee side of the mountain at point d, it is more equatorward than at point a before it encountered the mountain.  This equatorward motion causes the Coriolis parameter to decrease, so the column must gain cyclonic vorticity to conserve potential vorticity (Equation 1), since 
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 does not change as the column crosses the mountain.  Thus, the air column must turn poleward from point d to conserve potential vorticity, resulting in the formation of the lee side trough.
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Figure 2.

Cross section showing columns of air moving with a mean westerly wind, U, across a north-south mountain range and constrained by two isentropic surfaces, 
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 and 
[image: image10.wmf]2

q

 (thin solid lines).  The letters a, b, c and d represent specific locations of the columns of air.
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Figure 3.

Top-down view of westerly airflow over a mountain range.  The letters a, b, c and d correspond to the locations shown in Figure 2.


Although the Appalachian Mountains are not nearly as high as the ranges in the western U.S., they often induce lee-trough formation.  Weisman (1990a) showed that, especially near the higher elevations of the southern Appalachians, there tends to be cyclonic vorticity to the lee side and anticyclonic vorticity on the windward side of the mountain range.  This is consistent with quasi-geostrophic theory.  Lower-tropospheric convergence and boundary-layer vertical motions are maximized at and just to the east of the lee trough.  One important aspect of the APLT circulation is the intensification of low-level southerlies during the afternoon and evening hours. This strengthening of southerly flow could result from an increased pressure gradient due to either interaction with the afternoon Atlantic sea breeze or strengthening of the trough due to diabatic heating during the day.  The low-level southerly flow enhances the low-level convergence along the APLT during the afternoon.


Gaza (1996) suggested that the position of the lee trough has an impact on the location of the ozone maximum in cases over the Northeast U.S. having poor air quality.  Values of ozone were maximized in a narrow band just to the southeast (cyclonic) side of the lee trough axis (see Figure 3b, Gaza 1996).  This ozone pattern was attributed to the difference in the flow north and west of the trough, as compared to the flow south and east of the trough.  To the north and west, the winds were generally from westerly to northwesterly.  This flow resulted in advection of air from upstate New York and Canada, where there are far fewer emissions sources and the air is considered to be relatively clean.  The winds farther to the south and east of the trough advected air into the Northeast from over the ocean.  This marine air also tends to be relatively clean.  However, the southerly to southwesterly flow just ahead of the lee trough was aligned nearly parallel to the urban centers, creating a narrow band of higher ozone values along the urban corridor just southeast of the APLT position.  Although Gaza points out that the presence of the lee trough alone does not guarantee that the NAAQS will be exceeded, a study by Pagnotti (1987) indicates that a lee trough was present in nearly 70% of cases studied between 1978 and 1983 when NAAQS were exceeded in New York, New Jersey or Connecticut.


In a more general study McNider et al. (1998) examined the role of convergence zones in high-ozone episodes.  It had been generally believed that frontal zones were not areas where elevated ozone was expected because cloudiness, precipitation and deep convective mixing associated with fronts should suppress photochemical activity and enhance deposition.  However, McNider et al. (1998) discovered cases of high ozone that were associated with convergence zones.  At first, it was assumed that high-ozone concentrations near these fronts and other convergence zones were caused by reduced dilution along the boundaries due to a local minimum in wind speed.  However, re-examination of this type of high-ozone episode revealed that the frontal cloudiness in many of these warm-season cases was confined to a rather narrow band and, more importantly, it had a strong diurnal cycle.  The diurnal cycle of the clouds allowed photochemistry to take place for a good portion of the day, so that regional values of ozone could build up without much difficulty.  While the mixing depths right ahead of the convergence zone were found to increase because of enhanced vertical motions, the mixing could be suppressed behind the convergence zone because of the increased static stability in that area.  Normally, convective mixing tends to dilute boundary-layer ozone concentrations due to the entrainment of cleaner air from aloft into the PBL as the mixed layer grows.  However, if elevated concentrations of ozone exist aloft, above the PBL (which was found to be true in many of the cases examined by McNider et al.), the entrainment due to convective mixing actually could increase ozone concentrations at the surface through fumigation.


These studies indicate that a mesoscale convergence zone, such as the APLT, can play a significant role in determining the magnitude and distribution of ozone in the Northeast.  This role is not yet fully understood, however, partly because little has been done to investigate how the 3-D structure of the APLT affects regional transport and air quality in the Northeast corridor.


1.3
Data Issues


Because mesoscale features were expected to be important for describing the key meteorological structures in this case, a combination of manual analyses and numerical modeling techniques was used by Penn State to describe atmospheric conditions.  Direct observations from the NARSTO special data network (described in Section 4) provided valuable and accurate information.  These data included measurements from standard in-situ systems (radiosondes, towers and surface shelters, instrumented aircraft) and remote-sensing platforms (sodars and profilers) commonly used in other major field studies.  However, even in a special field study, the data are generally too sparse to resolve many of the important three-dimensional mesoscale structures.  Model simulations, on the other hand, have very good spatial and temporal resolution, but they may contain errors due to initialization uncertainty, inaccuracies in physical parameterizations, and limitations in the accuracy of model numerics.  Although both approaches (data analysis and numerical simulation) have strengths and weaknesses, a combination of the two known as Four-Dimensional Data Assimilation (FDDA, described in Section 3) often can reduce the errors found in each method and can provide greater insights into the actual structure of a given case.


The problem remains, however, that it is always difficult to acquire sufficient data to describe three-dimensional mesoscale meteorological structures or to verify numerical simulations of those structures.  Therefore, in the NARSTO study Penn State explored methods to make use of a comparatively new source of upper-level wind data.  This source is the network of NEXRAD WSR-88D radars operated by the National Oceanographic and Atmospheric Administration (NOAA).


NEXRAD weather radars can not only detect the presence of hydrometeors, they also measure doppler-shifted radial wind speeds using reflectivities from either the hydrometeors ("precipitation mode") or small particles advected by the wind, such as dust and insects ("clear air mode").  These radial speeds provide important information about the three-dimensional wind field at a range of up to 250 km (or about 50-75 km in clear air mode).  The NOAA NEXRAD WSR-88D radars are operated with a beam width of one degree in azimuth and elevation and they have a range resolution of 250 m (e.g., Stumpf et al. 1998).  However, without overlapping or dual radars, only one component of the horizontal wind field can be measured directly.  Investigations designed to recover the horizontal vector field in the domain of a single Doppler radar using an adjoint-based wind retrieval show much promise for the future (Xu and Qiu 1994, 1995).  However, at present this technique has not been developed adequately for regional applications.


Additionally, there are a number of factors that can limit the accuracy of the raw radial-wind measurements.  For example, migrating birds have substantial velocities relative to the low-and mid-level winds and they have large radar "cross sections" (e.g., Gauthreaux and Bleser 1998).  These and other limitations make it difficult to use the radial winds in many circumstances.  In air-pollution applications, for example, the divergence of the flow is very important, but no methods are currently proven to ensure accuracy of divergences in retrieved mesoscale fields based directly on these radial-wind data.  Nevertheless, the importance of acquiring upper-level wind data for better definition of mesoscale atmospheric structures remains a critical goal, especially if additional data can be acquired at near-continuous intervals from an installed and routinely available network of sites, such as NOAA's NEXRAD system.


By integrating the radial winds across all azimuths, however, a vector sounding of the wind speed and direction is easily produced, usually up to about 3 km or as far aloft as there are enough scattering elements present to provide a measurable return of emitted radar energy (e.g., Rabin and Zrnic 1980).  This velocity azimuth display (VAD) of the winds is available routinely at vertical resolutions of 1000 ft (about 300 m) and at five-minute intervals.  However, unlike radiosondes and profilers, which measure wind vectors at a point or in a narrow cone, VAD soundings represent a spatially averaged quantity over a radius of up to ~50 - 75 km (in clear-air mode).  The volume of the atmosphere remotely sensed for a particular VAD measurement, therefore, represents a shape something like a torus with a quadrilateral cross section.  A more detailed description of NEXRAD VAD measurement techniques is provided by Klazura and Imy (1993) and a discussion about error characteristics and application techniques for air-quality studies appears in Section 4.


1.4
Purpose and Organization of the Study


The primary objectives of this study are (1) to identify the key meteorological structures over the Northeast U.S. that led to the NARSTO high-ozone episode of 12-15 July 1995, and (2) to assess the ability of a mesoscale numerical model to simulate those structures.  One of the related specific goals is to investigate the role of the APLT in this lower-tropospheric high-ozone episode over the Northeast U.S.


Since output from the numerical simulations will be used in subsequent experiments using air-quality models (AQMs), it is important that the meteorological fields be as accurate as possible.  For this reason, simulations run with and without four-dimensional data assimilation (FDDA) will be compared to observations to assess the model's ability to simulate the key meteorological structures for the extended period from 7-19 July 1995.  This period encompasses the antecedent clean-air and build-up periods leading to the 12-15 July high-ozone episode, as well as the subsequent clean-out period following 15 July.  Thus, the extended simulation period covers the full range of normal summertime conditions associated with both clean and polluted conditions over the Northeast U.S., plus transitional periods.


In many air quality studies, expensive field programs are undertaken to gather surface and upper-air data.  With the installation of the NOAA NEXRAD WSR-88D radars around the country, a new potentially valuable source of upper-air data (VAD winds) has become available. Therefore, additional objectives of the study are (1) to develop practical and effective quality-checking procedures to identify and remove unreliable data from standard NEXRAD-VAD data sets, and (2) to determine if assimilation of NEXRAD-VAD wind data can significantly improve skill scores in simulations of mesoscale upper-air wind fields in this air-pollution episode known to have weak dynamics.  These are important tasks necessary for exploiting this new data source for air pollution studies, as well as for other meso-meteorological applications including real-time weather forecasting.


Section 2 of this report will present an analysis of the meteorological observations describing the principal synoptic and mesoscale features of the 12-15 July 1995 episode.  A brief description of the MM5 numerical model and the four-dimensional data assimilation system will be provided in Section 3.  Section 4 discusses special NARSTO data sets, examines the types of errors found in the VAD wind data and documents the development of suitable quality-checking procedures.  Section 5 describes the experiment design for assimilating the special data (including the VAD winds) in the numerical simulations.  Section 6 will give an analysis of the mesoscale meteorological structure of the peak high-ozone period, based on the NARSTO data, while Section 7 will show the results of numerical simulations for the same period.  Statistical evaluation of model performance will also be presented in Section 7.  Finally, Section 8 will provide a synthesis of the data analysis and numerical experimentation to give a conceptual model for the case, followed by a brief summary of the major findings of the study.

2.
OVERVIEW OF THE JULY 1995 STUDY PERIOD

The period of 12-15 July was chosen for this investigation because it was the most intense and extensive high-ozone episode in the Northeast U.S. during the summer of 1995.  Concentrations above 100 ppb were common over the entire coastal-urban region from VA to ME on the afternoon of 14 July, with a peak value of 175 ppb observed at Madison, CT (Figure 4).  Exceedances of the NAAQS were recorded at 37 monitoring sites on 14 July and at 36 sites on 15 July (Figure 5).  Ozone concentrations reached a maximum of 185 ppb on 15 July just before the high-pollution episode ended.  Such cases are of great significance in the Northeast because they expose large populations to hazardous ozone concentrations, so that the potential aggregate impact on human health may be very large.


The mesoscale structure of the July 1995 episode was analyzed using both standard data from the National Weather Service and special observations from the NARSTO-NE data archives (also see Section 6).  Here, we review the synoptic context in which those mesoscale conditions developed.  In general the large-scale pattern during the period was characteristic of common summertime condition in which the climatologically persistent Bermuda High strengthens and extends westward over the Eastern United States.


A couple of days before the high-ozone period began (0000 UTC, 10 July 1995), a broad 850-mb ridge existed over the Great Plains extending from the Texas Gulf Coast to the Canadian border (Figure 6a).  At the same time, a weak upper-level trough was evident at 850 mb over the Great Lakes, with an older trough moving off the east coast of the U.S. (Figure 6a).  The amplitude of the Great Lakes trough weakened slightly as it dropped southeastward toward the Appalachian Mountains at 0000 UTC, 11 July, while heights rose in the Carolinas as the Bermuda High strengthened (Figure 6b).  By 0000 UTC, 12 July (Figure 6c), the 850-mb trough in the East had weakened further and its axis had propagated to the Atlantic coast, while the ridge formerly over the Great Plains began to build northeastward.  Once the 850-mb trough had
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Figure 4.

Observed one-hour average ozone concentrations (ppb) at 1900 UTC (1500 EDT) , 14 July 1995.  Contour interval is 10 ppb.  Minimum contour is 70 ppb.
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Figure 5.

(a) Maximum hourly observed ozone (ppb) per day in the NARSTO-NE study region for July 1995.  (b) Number of sites in the NARSTO-NE study region recording exceedances of the hourly NAAQS for ozone during July 1995.  Black indicates NARSTO-NE Intensive Observing Periods.
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Figure 6.

NCEP analyses of 850-mb heights (solids, m) and temperatures


dashed, C).    (a) 0000 UTC, 10 July,  (b) 0000 UTC, 11 July,  (c) 0000 UTC,

12 July,  (d) 1200 UTC, 12 July 1995.
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Figure 6c and 6d.
Continued.

moved off the coast, this ridge from the Great Plains merged with the western extension of the Bermuda High.  Consequently, by the beginning of the high-ozone episode around 1200 UTC, 12 July, the Eastern U.S. came under the influence of a very large, continuous subtropical high (Figure 6d).


Further examination of Figure 6 reveals that warm advection had begun over the Northeast U.S. as the ridge over the Great Plains shifted eastward and merged with the subtropical Bermuda High.  Figure 7 shows that the build up of 850-mb temperatures in the Northeast continued from 10 - 15 July 1995 and accelerated with the passage of the trough axis off the East Coast by 1200 UTC, 12 July.  As the upper-level trough weakened and left the region, the 850-mb flow over the Northeast also abated to 2-5 m s-1.  A few isolated showers accompanying the trough brought light precipitation to parts of the eastern U.S. on 11-12 July (Figure 8), but most of the Northeast was free of rain until the end of the high-ozone episode.


Meanwhile, at 1200 UTC, 11 July, a surface cold front stretched from northern New England to western Lake Erie (Figure 1a).  Further westward, from southern Michigan through Wisconsin and Minnesota, it became a warm front linked to a 1004-mb low crossing Saskatchewan at 52 N, 104 W (Figure 1a).  As the weak 850-mb trough from the Great Lakes passed through the region and off the coast, the cold front in the Northeast pushed rapidly southward through New England and the Mid-Atlantic states by 0000 UTC, 12 July (Figure 1b).  There, it became quasi-stationary and soon began dissipating over the next 12 h (Figure 1c).  The Canadian air behind the cold front was relatively clean and only seven sites across the Northeast reported exceedances of the NAASQ on 12 July (Figure 5).  However, conditions soon developed which would lead to the widespread reports of high ozone concentrations by 14 July 1995.
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Figure 7.

Evolution of 850-mb temperatures (C) at four northeastern upper-air sites from 10-16 July 1995, during the NARSTO-NE high-ozone episode.  Sites are Albany (ALB), Brookhaven (OKX), Pittsburgh (PIT) and Dulles (IAD).
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Figure 8.

Precipitation (inches) observed over the 24-h period ending 1200 UTC, 12 July 1995.

While the upper-level warm advection raised temperatures over the Northeast from 13 - 15 July (Figure 7), the 850-mb ridge remained quasi-stationary over the Appalachians (Figure 9a-d), with another weakening trough dipping across the Great Lakes and sweeping through New England on 14 July.  At the surface, following dissipation of the earlier quasi-stationary cold front late on 12 July (Figure 1c), a weak warm front extending southeastward from Wisconsin to Ohio began moving through the lower Great Lakes (Figure 10a).  This front was associated with the low-pressure system shown earlier in southern Manitoba at 1200 UTC, 12 July (Figure 1c).  As this low tracked eastward on 13 July, its warm front gradually dissipated over PA, NY and Ontario (Figure 10b).  This old warm front represented the boundary between hot air (35 - 37 C) from the Midwest and the somewhat cooler air (32 - 34 C) that preceded it.


Through the next day, 14 July, as the ozone episode was building toward its peak, the synoptic-scale flow around the subtropical ridge remained mostly unchanged over the Northeast region (Figure 10c-d).  A nocturnal mesoscale convective system was triggered over Lake Huron with the approach of the new trough moving toward the Northeast (Figure 10c), but it had little impact on the urban corridor east of the Appalachian Mountains.  Through the same period, the surface low-pressure system previously in southern Manitoba (Figure 1c) traveled eastward across James Bay into Labrador at 54 N, 60 W, where it deepened to 991 mb by 1200 UTC, 14 July (Figure 11).  The surface ridge of the Bermuda High remained quite broad in this case, with the ridge axis lying east-west through the Carolinas and Tennessee.  Thus, the Northeast was subject to a weak west-southwesterly synoptic-scale flow that persisted for almost the entire period (Figure 10).  Corrie and Yarnal (1992) have identified this pattern as the second of three types associated with nearly 90 % of the high-ozone events in the Northeast (see Section 1.1).

[image: image18.png]



Figure 9.

NCEP analyses of 850-mb heights (solids, m) and temperatures (dashed, C).    (a) 0000 UTC, 13 July,  (b) 0000 UTC, 14 July,  (c) 0000 UTC, 15 July,  (d) 1200 UTC, 14 July 1995.
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Figure 9c and 9d.
Continued.
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Figure 10.
Regional analyses of observed sea-level pressure (mb).  (a) 1200 UTC, 13 July,  (b) 1500 UTC, 13 July,  (c) 0000 UTC, 14 July,  (d) 1200 UTC, 14 July 1995.  Dashed line marks the position of the Appalachian Lee Trough.
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Figure 10b.
Continued.
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Figure 10c.
Continued.
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Figure 10d.
Continued.
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Figure 11.
 Analysis of observed sea-level pressure (mb) for 1200 UTC, 14 July 1995.  Isobar interval is 2 mb.


In addition to the horizontal patterns of the surface and upper-air features, a moderate subsidence inversion was associated with the Bermuda High and it covered almost the entire Northeast on 12 - 14 July (e.g., Figure 12).  The base of the inversion varied between about 1.5 and 2.5 km AGL.  Widespread haze developed beneath the inversion, but clouds and rain were mostly suppressed by the stable layer for much of the episode, until its conclusion on 15 July, when scattered showers accompanied the next trough that  passed through the coastal region (Figure 13 a-c).  Thus, as the case developed from 12 - 14 July, synoptic conditions were generally excellent for photochemical production of ozone (hot temperatures and high actinic flux), while the transport and mixing conditions also favored large concentrations over the Northeast (stable capping inversion and light winds).


As shown in Figure 7, the 850-mb temperatures began to fall over the region by 1200 UTC, 15 July.  This cooling occurred as the next 850-mb trough dragged a cold front (previously shown in Figures 10d and 11 as quasi-stationary across the western Great Lakes) southward from Lake Ontario and the St. Lawrence Valley on 15 July.  During the next night (from 2100 UTC, 15 July to 0900 UTC, 16 July), a large mesoscale convective system (MCS) developed over OH and western PA (Figure 14 a,b).  The MCS expanded during the night to cover PA, MD, DE, northern VA and WV, and eastern OH (not shown).  By 1200 UTC, 16 July, the remnants of this MCS were found over Maryland, eastern Pennsylvania, Delaware and Virginia (Figure 14c).  Combined with the northwesterly winds behind the advancing cold front, the clouds and rain of the MCS effectively ended the high-ozone episode.
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Figure 12.
Observed radiosonde for Clarksburg, MD, valid at 1900 UTC, 13 July 1995.
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Figure 13.
Precipitation (inches) observed over the 24-h periods ending at  (a) 1200 UTC, 13 July,  (b) 1200 UTC, 14 July,  (c)  1200 UTC, 15 July 1995.
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Figure 13c.
Continued.


[image: image28.wmf] 


Figure 14.
Regional analyses of observed sea-level pressure (mb).  (a) 2100 UTC, 15 July,  (b) 0600 UTC, 16 July,  (c) 1200 UTC, 16 July 1995.
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Figure14b.
Continued.
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Figure 14c.
Continued.

3.
MODEL DESCRIPTION

3.1
The Penn State/NCAR MM5 Model


The numerical model used in this study is the non-hydrostatic version of the Pennsylvania State University/National Center for Atmospheric Research (PSU/NCAR) mesoscale model, known as MM5.  MM5 is a 3-D nested-grid, primitive-equation model with a terrain-following sigma (non-dimensionalized pressure) vertical coordinate.  All the sigma layers are defined using a time-invariant "background" pressure field, based on a standard atmospheric lapse rate, while a much smaller prognostic pressure perturbation field (p') represents the 3-D departure from the background.  The MM5 also contains prognostic equations for the three wind components (u,v,w), temperature (T) and water-vapor mixing ratio (qv), each of which are written in the flux form.  The model uses a split semi-implicit temporal integration scheme to increase computational efficiency.  The MM5 has been applied to a wide range of mesoscale phenomena because its design is flexible enough to allow users the option to focus on either dynamical mechanisms, such as baroclinic storm development, or investigations of physical processes, such as convection and planetary boundary layer (PBL) influences.  For a more complete description of the MM5 formalism, see Dudhia (1993) and Grell et al. (1994).


For this study, four nested-grid domains were defined with resolutions of 108-, 36-, 12- and 4-km (these will be described fully in Section 5).  Both grid-scale (resolved) precipitation and subgrid-scale precipitation processes were simulated.  On all domains, resolved-scale moist processes were represented using explicit prognostic equations for cloud water or ice (qc)and rain water or snow (qr) (Dudhia 1989).  On the three domains having resolutions of 12-km or coarser, however, deep convection could not be resolved explicitly, but was handled through a sub-grid parameterization.  Two different convective parameterization schemes (CPSs) were used.  The Anthes-Kuo convection scheme (Kuo 1965, 1974; Anthes 1977) was applied on the 108-km domain, while the Kain-Fritsch CPS was used on both the 36- and 12-km domains.  The Anthes-Kuo convection scheme is most appropriate for grid sizes greater than about 40 km.  In that scheme, convection is initiated when the vertically integrated moisture convergence exceeds a prescribed threshold value.


The Kain-Fritsch scheme (Fritsch and Chappell 1980, Kain and Fritsch 1990) is most accurate for grid sizes on the order of 10-40 km.  It has a fully entraining/detraining cloud model and uses an energy-equilibrium closure.  Once convection is initiated in a grid column, it continues until all convective available potential energy (CAPE) has been eliminated.  No convective parameterization is needed on the 4-km domain, however, because it is assumed fine enough to resolve the convection explicitly (Weisman et al. 1997).  This is equivalent to saying that the deep-convection updrafts are of the same size as the grid.  While this assumption may not be true universally, it is acceptable in this case where most of the significant convection is well organized into mesoscale systems.


A turbulence scheme with a 1.5-order closure is used to represent boundary-layer processes and surfaces fluxes (Gayno 1994, Shafran et al. 2000).  The scheme has a predictive equation for turbulent kinetic energy (TKE), while the eddy viscosity is a function of the predicted TKE and several stability-dependent mixing lengths.  Turbulent fluxes of momentum, moisture and virtual potential temperature (
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) are parameterized using K-theory in which the turbulent transfer occurs down gradient.  However, since basic K-theory fails under certain convective situations (Moeng and Wyngaard, 1989), countergradient flux terms are included to correct the turbulent transport terms near the surface and near the top of the convective mixed layer (Gayno 1994).


In addition, the atmospheric and surface temperature tendencies due to short-wave and long-wave radiation flux divergences are calculated with a column radiation parameterization (Dudhia 1989).  The Dudhia radiation scheme is based on a two-stream, single-band approach.  It is fully interactive with dry air, water vapor and cloud liquid/ice.


3.2
The Penn State FDDA System

Four-dimensional data assimilation (FDDA) is a process in which observations are used to correct continuously for numerical forecast errors in a model simulation, instead of using data only at the initial time.  FDDA has been shown to reduce error accumulation during the assimilation period (e.g., Seaman et al. 1995).  The FDDA approach used in this study is based on a "nudging" or Newtonian relaxation method developed by Stauffer and Seaman (1990, 1994).  In this method, the model state is relaxed at each time step toward the observed state by adding to the prognostic equations an artificial tendency term, which is based on the difference between the two states.  The assimilation can be accomplished by nudging the model solutions towards either gridded analyses (analysis nudging) or individual observations (obs-nudging).


The analysis-nudging term for a given variable is proportional to the difference between the model state and the observed analysis at each grid point.  The general form for the non-hydrostatic version of the MM5 predictive equations with nudging in flux form for any variable 
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where 
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and where 
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 is the surface pressure and 
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 is the pressure at the top of the model's reference state.  The function F represents the model's physical forcing terms, such as advection or Coriolis force.  The term 
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 is the four-dimensional weighting function that specifies the horizontal, vertical and temporal weighting applied to the analysis.  Typical values for 
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 are between 10-4 s-1 to 10-3 s-1 (Stauffer and Seaman 1990).  The analysis confidence factor, 
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, ranges between 0 and 1, and depends on both the quality of the observations and the spatial distribution of the observations that are used to create the analysis.  The analyzed (observed) field at each grid point is represented by 
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The other type of FDDA used in this study is nudging toward individual observations, or obs-nudging.  In this form, the nudging is applied for a given datum for all time steps that fall within a prescribed "time window" centered on the time of that observation.  As with analysis nudging, an artificial term is added to the prognostic equations, so that the resulting tendency equation has the form
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where F, 
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 and 
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 are the same as defined above, the subscript i represents the i-th observation, N is the total number of observations that lie within a pre-set radius of the current grid point, 
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 is the model's value that is interpolated to the 3-D location of the observation.  The observation quality factor, 
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, varies from 0 to 1.  The four-dimensional weighting function, 
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, takes into account the 3-D spatial separation and the temporal separation of the i-th observation from a given grid point and time step.  Further details of the weighting functions for obs-nudging are given by Stauffer and Seaman (1990, 1994) and Stauffer et al. (1991).

4.
NARSTO DATA SOURCES

4.1
The Special NARSTO Data Base


Data from a variety of sources were used in this study for case analysis, model initialization, FDDA, and model verification.  The data used to generate synoptic-scale analyses for model initialization (Section 5.1) and for analysis nudging (Section 3.2) were obtained from archives of NOAA data stored at NCAR.  Additional data used for observation-nudging and model verification were obtained from the NARSTO-Northeast special data archives.  Additionally, standard National Weather Service (NWS) surface and upper-air observations were accessed from the Penn State University, Department of Meteorology, data archives.


As part of the NARSTO-Northeast study, certain air-quality data and meteorological observations were measured at special locations during the entire summer of 1995 (June - September) to supplement routine data bases (see Korc et al. 1996).  The NARSTO-Northeast data set was obtained from a special archive available to study participants.  This archive also includes the routine NWS surface and upper-air (radiosonde) observations for the entire summer period.  In addition, five special radar wind profilers equipped with radio acoustic sounding systems (RASS), plus three SODAR wind-sounding systems, were operated during the summer to provide hourly averaged data.  During intensive observing periods (IOPs), additional data were collected for the archive.  These data included VAD (velocity azimuth display) winds derived from NOAA's NEXRAD WSR-88D Doppler radars (Section 4.2) and supplemental radiosonde data.  The archive also contained satellite data, both infrared and visible, and radar reflectivity composites for the Northeast during the entire summer.


Figure 15 shows the location of all the special NARSTO hourly surface meteorological stations.  Eighteen of the special NARSTO sites collected only meteorological data, while the others collected chemistry data and some meteorological data (mostly winds).  Figure 16 shows the location of all the upper-air stations (standard and special) available for the July 1995 study period.  The five 915-MHz radar wind profilers provided winds (hourly) from about 100 m to nearly 4 km AGL (Ray et al. 1998).  Hourly RASS temperature soundings were available from about 100 m to 1.5-2.5 km, depending on the site and conditions.  The SODARS reported hourly averaged winds up to about 1 km.  Supplemental radiosondes were launched as frequently as every 3 h during the Intensive Observation Period from 11-16 July 1995.  Also, a special NARSTO-NE radiosonde site was operated at Clarksburg, MD between 1500 and 1900 UTC on 12-16 July 1995.


4.2
Background on NEXRAD-VAD Winds


The WSR-88D reflectivities from NOAA's NEXRAD sites are widely used to provide short-range forecasts of rain, hail, severe winds and tornadoes.  Another attractive potential application for the wind data derived from the NEXRAD network is in air-quality studies.  Imperfect knowledge of the wind field has long been recognized as one of the main sources of meteorological uncertainty contributing to errors in air-chemistry models (e.g., Kumar and 
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Figure 15.
Location of the special NARSTO-NE surface meteorological data sites for the summer 1995 field study.
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Figure 16.
Location of the NARSTO-NE upper-air observing sites for the summer 1995 field study.

Russell 1995).


Anthropogenic and biogenic chemical emissions, acid-rain producing sulfates, fine particulate matter, ozone and many other chemical and aerosol products are found and transported mostly within the lowest three kilometers of the troposphere.  Therefore, a new source of accurate data such as the WSR-88Ds that routinely provides winds in the lower troposphere, with about 50 % greater horizontal resolution and at much more frequent intervals compared to the radiosonde network, can be of tremendous value.  In future air-quality field studies, for example, these data could provide a means to supplement or reduce the scale of costly special observing systems for winds, such as profilers, SODARs and radiosondes.


NOAA typically calculates the VAD soundings in real time from scans at elevation angles of 0.5, 1.5, 2.5, 3.5 and 4.5 degrees for clear-air mode.  The data are made available at intervals of about 1000 feet, or about 300 m, and were added to the NARSTO data archive.  Although the VAD winds have been used by NOAA in some operational analysis systems, they represent a fairly new source of data for air-quality studies.  Therefore, before they are used to help provide wind fields for air quality models, which can be highly susceptible to meteorological errors (Russell and Dennis 2000, Seaman 2000), some investigation into the accuracy of this new data type is appropriate.


Since NEXRAD WSR-88D radars measure such different volumes compared to other instruments designed to observe upper-level winds (see Section 1.3), it can be difficult to compare VAD wind retrievals directly to winds from other sounding instruments.  On the other hand, the area-averaged characteristics of the VAD winds can have certain advantages.  For data-assimilation purposes, for example, a single sounding is often used in an analysis scheme to represent atmospheric conditions over a fairly large region.  That region of influence is generally determined by the density of the upper-air observing network (about 400 km over the continents for radiosondes) and by the large-scale error covariance statistics used in many analysis and assimilation systems.  It is common for analysis errors to be positively correlated over distances of 1000 km or more, depending on the altitude, so the data are generally applied over similar distances.  Moreover, local perturbations contained in a given radiosonde sounding could easily contaminate a synoptic-scale analysis.  Therefore, the large regions of influence used in many analysis schemes tend to damp out local features.  However, this leads to a loss of mesoscale detail in the analyzed wind field.


The VAD winds already represent a mean value calculated over an area (usually 50-75 km in clear-air mode) that is fairly large compared to the much smaller volume sensed directly by a radiosonde.  Thus, local or transient effects (turbulent motions, small-scale terrain-induced features, thunderstorm gust fronts, etc.) are filtered naturally.  Only the larger mesoscale and synoptic-scale features of the wind field remain.  Currently, there are about 125 NEXRAD sites distributed more or less uniformly across the U.S., while the number of routine radiosonde sites has gradually declined in the past decade to around 70.  Considering the greater spatial coverage and much greater frequency of the reports, the NEXRAD-VAD winds represent a potentially valuable set of observations that could be suitable for four-dimensional data assimilation (FDDA) and for other meso-meteorological applications.


Before this new source of data can be widely exploited in diagnostic analyses or numerical models, it is appropriate to explore their accuracy and possible sources of errors.  Nelson et al. (1995) analyzed the accuracy of VAD winds by comparing them to co-located radiosonde wind data.  While the comparisons indicated an overall good agreement between the two types of upper-air soundings, in the sense that the bias errors were low, there were quite a few instances when large differences occurred in individual soundings (large mean absolute errors).  Their study suggested that errors in the VAD winds may exist when (1) there are too few scattering elements present, (2) anomalous propagation conditions cause the radar beam to bend, (3) migrating biological targets cause wind directions and speeds in a layer to be biased, or (4) there are vertical gradients in reflectivity.  A more detailed study of the relationship between bird migration and bias in WSR-88D wind estimates was reported by Gauthreaux et al. (1998).


Nelson et al. (1995) also noted that for 1800 pairs of radiosonde and VAD winds from Oklahoma, the mean wind-speed difference was 1.58 m s-1 (VAD speed minus radiosonde speed), while the root mean square (RMS) of the vector wind difference was 6.39 m s-1.  Furthermore, they found that the RMS differences and standard deviations between the VAD and radiosonde winds were usually much higher than those for wind speed differences between profilers and radiosondes.  These results indicate that, while a large sample of VAD measurements can be assumed to represent the winds fairly well, individual VAD observations may contain rather large errors.


For these data to be used effectively for air-quality purposes, it is clear that the VAD winds must undergo careful quality checking.  Unfortunately, since the vast majority of the VAD observations do not occur at times or places where co-located radiosondes or other reliable types of wind soundings are available, routine comparison to alternative measurements is impractical.  There are also questions about the best way to apply the data.  The error characteristics found by Nelson et al. (1995) suggest that direct analysis of the wind field based on the VAD observations may be problematic due to the large absolute errors they may contain.  Thus, a data-assimilating numerical model may be the most reasonable analysis tool.  The model's equations can act as dynamic constraints to limit the impact of individual data errors, while the large number of observations (most of which are probably accurate) can provide an overall constraint on the model's error growth.


4.3
Investigation of the NEXRAD-VAD Winds



4.3.1
Comparison to co-located radiosonde winds


While the work of Nelson et al. (1995) is important for understanding the general characteristics of VAD wind measurements, that study did not focus on conditions most conducive to poor air quality.  Here, we note that five of the ten NEXRAD sites in the Northeast are co-located with standard NWS radiosonde sites (Figure 16).  Therefore, a comparison of the two data sources for this highly polluted episode should help reveal any special characteristic errors in the VAD winds for relatively light-wind cases.


The comparison of winds presented here is generally similar to that reported by Nelson et al. (1995), but a four-stage internal temporal and vertical self-consistency check was applied first to the reported VAD sounding data.  The goal of this quality-checking algorithm is to remove data which clearly are inconsistent with respect to similar VAD observations at the same site and at proximate heights and times.


The internal self-consistency algorithm begins with a two-stage check for vertical consistency.  NOAA's VAD soundings are reported with a vertical resolution of about 300 m (vertically averaged due to the radar's beam width), beginning at approximately 300-600 m AGL, and extending up to 2.5 - 3.3 km.  First, if the wind direction at a given layer differs by more than 30 degrees or the wind speed differs by more than 10 m s-1 from the next reported layer above or below (if available), then the original datum is flagged as potentially in error.  In that case, as a secondary check, it is compared to the data two layers above and below.  Next a two-stage temporal consistency check is performed.  The temporal-check criteria are the same as for the vertical self-consistency check.  First, the datum is checked  at a one-hour time interval.  If the datum fails to fit within either the speed or direction criteria, it remains questionable and the window is broadened to two hours.  Last, if it is found that the VAD datum fails two or more of these four self-consistency checks, it is flagged as unreliable and is removed from further consideration in the study.


This methodology is easy to implement and does not require corroboration from external information sources.  In certain cases, it can detect sudden changes in wind speed and direction, as might occur due to migrating flocks of birds (Gauthreaux and Belser 1998, Gauthreaux et al. 1998).  It also may miss many other such cases of biological contamination when the changes are more gradual.  This first type of quality-check algorithm flagged and removed about 1 - 2 % of the total VAD data base for 12 - 15 July.


Figure 17 shows an example from the NARSTO data base of a time-height series of VAD winds at Binghamton, NY, on 13 July 1995.  It is clear that the 1800 UTC wind at 1.22 km is unreliable (small box in the figure), because its direction is neither temporally or vertically consistent with the other data.  Isolated data located in relatively data-void areas of the time-
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Figure 17.
Time-height series of VAD winds at Binghamton, NY, from 0000 to 2300 UTC, 13 July 1995.  Full barb is 10 ms-1.  Height scale at right is in km.

height series are also flagged as suspicious because the voids may represent heights and times where there are possible errors due to too few scatterers in the atmosphere or other systematic problems.


Although the time-height consistency check clearly works well in many instances, there are other cases in which it fails to detect unreliable data.  For example, Figure 18 shows a VAD sounding at 1200 UTC, 13 July, for Albany, NY, which easily passes the time-height consistency check.  However, if the VAD sounding is compared to the co-located radiosonde sounding at that time (Figure 19), it is obvious that there is a significant difference in the winds above 2 km.  Of course, such is not always the case.  Many pairs of co-located VAD and radiosonde winds show rather good agreement throughout nearly all the depth of the VAD soundings (e.g., Figure 20).  Obviously, the error criteria in the self-consistency algorithm could be made more stringent, but then they might reject correct data, as might occur when layers exist with strong shear.  Remember that radiosonde winds also can be unrepresentative because of the influences of small-scale processes or instrument error.  This possibility suggests that a statistical comparison between the VAD and radiosonde wind soundings is needed to reveal the characteristic errors in the VAD winds better.


In the NARSTO-NE data base, there were 90 pairs of co-located VAD and radiosonde soundings, each having up to 10 similar reporting levels.  From the data, statistics [mean errors, mean absolute errors and root mean square (RMS) errors] were calculated for the differences (VAD minus radiosonde) of speed and direction at each height in the VAD soundings (Stauffer et al. 1991).  Before the differences were calculated, the radiosonde data was linearly interpolated to the heights reported in the VAD soundings.  Table 1 summarizes the results of the statistical 
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Figure 18.
Time-height series of VAD winds at Albany, NY, from 0000 to 2300 UTC, 13 July 1995.  Full barb is 10 ms-1.  Height scale at right is in km.
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Figure 19.
Comparison of collocated VAD and radiosonde wind speeds (ms-1) vs. height AGL at Albany, NY, at 1200 UTC, 13 July 1995.
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Figure 20.
Comparison of collocated VAD and radiosonde wind speeds (ms-1) vs. height at Pittsburgh, PA, at 1200 UTC, 13 July 1995.

analysis averaged over the layers in which the VAD winds are available (300 to 3300 m).  Note that the mean wind speed error and mean direction error are quite low, indicating small biases.  In the same data, however, the mean absolute errors and RMS errors for speed and direction are much greater, revealing that there is much scatter in the data.  Consequently, it can be concluded that there are many unreliable VAD observations in the data base, but that, overall, the data have approximately the correct speed and direction.

Table 1.  Summary of statistics showing VAD versus Radiosonde differences averaged over the vertical extent (300 - 3000) of the VAD wind soundings.

Mean Wind

 Direction

 Difference

 (degrees)
Mean Wind

  Speed

  Error

 Difference

  (m s-1)
 RMS Wind

 Direction

 Difference

 (degrees)
 RMS Wind

  Speed

 Difference

  (m s-1)
   Mean

 Absolute

   Wind

 Direction

 Difference

 (degrees)
  Mean

 Absolute

  Wind

 Speed

 Difference

  (m s-1)

    1.9
   -0.84
    31.5
    3.6
    21.6
   2.7


Further insight into VAD errors can be found by plotting the average of the speed and direction differences versus height for all of the collocated measurements (Figure 21).  It is clear from Figure 21a that the radiosonde and VAD speeds are in good agreement below 2 km AGL (small bias), but the differences become steadily greater above that level.  If it is assumed that the radiosonde data have only small errors, this implies that there is a notable bias toward slow speeds in the VAD winds above 2 km for this anticyclonic summertime episode.  In a similar 
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Figure 21.
Differences of wind speed and direction versus height between collocated VAD and radiosonde measurements averaged over 90 pairs of soundings in the Northeast during the NARSTO-NE study.  (a) mean wind-speed difference (ms-1),  (b) mean wind-direction difference (degrees).
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Figure 21b.
Continued.

way, the mean wind-direction differences in Figure 21b become somewhat larger above 2 km, although they are generally only 5o - 10o at most levels.  One hypothesis for the larger differences at high altitudes is that most of the dust and insects that scatter energy back to the radar antenna are found in the boundary layer, where buoyant eddies can carry them aloft.  Thus, the density of potential scatterers should be much lower above the boundary layer, which would lead to a low signal-to-noise ratio and more errors in VAD wind estimations.  The boundary-layer capping inversion in the Northeast was generally at or below 2.0 km during the episode, which explains the vertical distribution of the errors detected in this data set.


On the other hand, the RMS of the wind-speed and wind-direction differences versus height for the two instruments are much greater than the mean errors (Figure 22).  Figure 22a shows that the RMS of the speed differences is least below 2 km and then increases steadily above that level, much like the mean of the speed differences.  For the direction differences versus height (Figure 22b), the RMS errors are greatest in the lower levels, reaching nearly 45 degrees below 1200 m AGL.  This result confirms the result in Table 1 that, although the speed and directional bias in a large sample is fairly small (especially below 2 km), many individual VAD winds are likely to have large errors.  Errors of this scale could lead to serious problems in many potential applications of these data, including the calculation of air-pollution transport.  The result that the RMS differences are greatest near the surface suggests a somewhat different source of error than noted for Figure 21.  The large RMS wind-direction differences at low altitudes may be related to higher wind variability occurring in regions where the wind speed is expected to be relatively light, particularly in summertime cases with weak dynamical forcing, and, possibly in some cases, due to migrating biological targets.
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Figure 22.
Differences of wind speed and direction versus height between collocated VAD and radiosonde measurements averaged over 90 pairs of soundings in the Northeast during the NARSTO-NE study.  (a) Root mean square (RMS) difference of wind speed (ms-1),  (b) root mean square (RMS) difference of wind direction (degrees).
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Figure 22b.
Continued.


Analysis of the statistics comparing the co-located VAD and radiosonde data helped to develop a height-dependent data-assimilation strategy for this new VAD wind data (discussed in Section 5).  Although the data base examined here is not very extensive, these comparisons suggested at least two kinds of errors may be important in this episode.  First, the winds above about 2 km could be affected by a decreasing density of scatterers.  Second,  wind directions below about 1 km may have larger errors in cases with very light wind speeds.  Thus, the comparisons also suggest that a more sophisticated quality-check procedure is needed.  In addition, routine radiosondes are available for intercomparisons only twice per day and at about half of the NEXRAD sites in the study area.  This limited data availability means that intercomparisons with in situ measurements are not practical as a routine quality-check procedure.



4.3.2
Field-based quality-checking procedure


Because radiosonde intercomparisons have only limited applicability, an additional data filter was developed to remove unreliable data from the VAD data set.  This new quality-check procedure uses an independent estimation of the wind field, in this case from the MM5 model results, as a "first guess", or background.  Since the MM5 is run on the 36-km domain (without observation-nudging, see Chapter 5), before the 12-km and 4-km domains are run, the 36-km results were available to provide a mesoscale background for quality-checking the VAD winds before the observations are assimilated.  This approach will be referred to as the model-based background check, or MBBC.  Note that the use of winds simulated by the MM5 in the MBBC is arbitrary and only represents a proof of concept.  For more general applications, the MBBC might use a background wind field from the National Centers for Environmental Prediction's (NCEP's) Eta model, or another operational model, even though they produce forecasts rather than data-assimilated fields.


To develop the MBBC, further analysis was made of the co-located radiosonde and VAD wind data from the 12-15 July episode.  When the direction differences are plotted as a function of the VAD wind speed (Figure 23), it becomes clear that there is a great deal of directional scatter, particularly at the slower wind speeds.  Also, there are some very large differences, or "outliers", in comparison to the radiosonde data, that almost certainly represent VAD data errors, or at least suggest that the radiosondes and NEXRADs are measuring very different scales of motion.  These are the observations that have the most negative impact on the RMS and mean-absolute-error statistics shown in Table 1, and, by implication, on subsequent data-assimilated wind fields.


The pattern shown in Figure 23 clearly reveals the most unreliable data and suggested a somewhat more sophisticated quality-check procedure to identify and exclude such data automatically.  In response, an unreliability criterion for wind direction, defined as a function of the wind speed, is shown graphically in the figure.  This criterion for the direction-difference tolerance, TDD, can be written as a simple function according to
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Figure 23.
Wind-direction difference (degrees) versus VAD-wind speed (ms-1) between collocated VAD and radiosonde winds for 90 pairs of soundings during NARSTO-NE.  The Xs indicate differences at individual levels for each sounding pair.  Dashed line indicates the limits of the quality-control direction-tolerance filter.

where |
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| is the speed of the VAD observation in m s-1 and TDD is given in degrees.  Any VAD observation with a direction difference from the comparison dataset (in this case, the radiosonde winds) that exceeds the tolerance criteria is considered unreliable and is eliminated from the VAD application dataset.  If so desired, a degree of confidence can be estimated by fitting a Gaussian normal distribution to the data in Figure 23 (for each fixed range of VAD wind speeds).


Next, to avoid the difficulties associated with the limited availability of radiosonde data, the MM5 36-km simulation Experiment AFDA (with analysis nudging, see Section 5 and Table 2) is selected in this case as an alternative comparison dataset.  The model fields represent the 12 - 108 h period of the simulation, which started at 1200 UTC, 11 July 1995 (the 12-day experiments shown in Table 2 were run in two separate segments of about six days each).  After linear interpolation to the heights at which the VAD wind data are available, the model-simulated and VAD-measured wind speeds and directions are compared, in a similar manner to the earlier comparison with radiosonde winds.  Figure 24 shows the plotted wind-direction differences versus speed at all ten NEXRAD sites for the entire episode, 0000 UTC, 12 July to 0000 UTC, 16 July 1995.  The 5131 pairs of data for the four-day period produce the same pattern as shown for the co-located radiosonde data in Figure 23, except for one important difference.  When the radiosonde winds were used as the comparison set, there was no significant directional bias with respect to the VAD wind speed.  However, when using the model-generated winds as the comparison set, Figure 24 shows that the direction differences clearly have a bias of about 10o - 15o.  Since there is no reason to expect that the larger set of VAD winds used in Figure 24 should contain a large bias, compared to the smaller set used in Figure 23, we conclude that the change is due to bias in the model simulation (discussed in Section 7).  That is, the model's wind
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Figure 24.
Wind-direction difference (degrees) versus VAD-wind speed (ms-1) between hourly VAD and model-simulated winds (from the 36-km MM5 grid) during the study period from 0000 UTC, 12 July to 0000 UTC, 16 July 1995.  The VAD winds are shown before any quality control.  Model winds are shown before removal of direction bias.

directions on the 36-km domain are biased, on average, by about 10o - 15o over the four-day episode.  Therefore, before applying the MBBC as a second quality-check filter, the effect of this model bias must be removed.

Table 2.  Summary of FDDA conditions for each domain.  All experiments that use FDDA assimilate data throughout the simulation periods.

Experiment

  Name
    Dates of

   Experiment
  108-km

  Domain


   36-km

  Domain
   12-km

  Domain
   4-km

  Domain

  CNTL
 7-19 July 1995
No FDDA
No FDDA
No FDDA
No FDDA

  AFDA
 7-19 July 1995
   ANa
   AN
   AN
No FDDA

 FULLOBS
 11-16 July 1995
   AN
   AN
AN and ONb
  ONc

   VAD
 13-14 July 1995
   AN
   AN
AN and

ON
  ONd

  NOVAD
 11-16 July 1995
   AN
   AN
AN and ON
  ONe

a AN is analysis nudging.

b ON is obs nudging.

c All special NARSTO-NE upper-air data assimilated, including wind profiler, SODAR, supplemental radiosondes and VAD winds.

d Only VAD winds were assimilated.

e Only wind profiler, SODAR and supplemental radiosonde data were assimilated.


Removal of the model bias is done by making use of the fact that the co-located radiosondes showed that, overall, the VAD winds have very low directional bias in the Northeast.  As a first step, the mean direction difference of the VAD and model-generated winds is determined as a function of the VAD wind speed.  This calculation indicates that, for the test episode, the model had an average directional bias of +11.6o (VAD minus model).  It was also found that the bias was not very sensitive to the speed in this case.  Therefore, the second step was to remove this bias from the data at each speed by subtracting it from the model-simulated directions.  Obviously, this approach is only valid for a regional domain, such as the area of these ten NEXRADs, but the bias would have to be considered spatially dependent on a larger (i.e., national or continental) domain.  In addition, the bias of the model background must be calculated on a case-by-case basis as part of the MBBC procedure and cannot be assumed to apply to other cases.  Thus, the present direction-bias removal provides a proof-of-concept demonstration, but the technique will require generalization for larger regions and other dynamic regimes through ongoing work.  As a final step, the MBBC directional filter of equation (5) is applied to the debiased comparison set, which results in the quality-checked dataset shown in Figure 25.


After completion of the directional quality check, a similar quality check for speed is performed.  The data can be plotted in the form of wind speed difference versus VAD-wind speed (not shown), similar to Figure 24.  They are then filtered with a speed-dependent wind speed-difference threshold, TSD, according to the function
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Figure 25.
Same as Figure 24, except after application of quality-control 
direction-tolerance filter, including model bias removal.

where 
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 (the model-simulated speed) and TSD are given in m s-1.  Examination of the data indicated that no adjustment was necessary for speed bias in the model-generated fields, since the bias in this case was less than 1 m s-1.  This step completes the MBBC.  For the dataset available during this episode, the MBBC quality-check algorithm discards between 15 % and 37 % of the data per day.


The next step is to evaluate the impact of the algorithm.  First, statistics are computed to compare the mean differences for speed and direction between the VAD data and the 36-km simulated winds versus height before and after the MBBC (Figure 26).  These show significant reductions in mean direction differences as a result of the MBBC (Figure 26a), and an even greater relative reduction of the mean speed differences due to MBBC above 1 km (Figure 26b).  In a similar comparison of the RMS differences for wind speed versus height in Figure 27a, there is a reduction of the differences by about 25 % due to removal of the most unreliable observations.  In Figure 27b the RMS differences for wind direction were reduced by about 40 %.  The statistics for these comparisons are summarized in Table 3.  Additional tests (not shown) determined that there was very little change in the results when model-generated winds from a 12-km resolution grid were substituted into the MBBC, instead of using the wind fields from the 36-km grid.
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Figure 26.
Mean differences of wind direction and speed versus height between VAD and model-simulated winds (from the 36-km grid) from 0000 UTC, 12 July to 0000 UTC, 16 July 1995 before MBBC (open squares) and after MBBC (crosses).  (a) Mean wind direction difference (degrees), (b) mean wind speed difference (m s-1).
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Figure 27.
RMS differences of wind speed and direction versus height between VAD and model-simulated winds (from the 36-km grid) from 0000 UTC, 12 July to 0000 UTC, 16 July 1995 before MBBC (solid line) and after MBBC (dashed line).  (a) RMS wind speed difference (m s-1),  (b) mean wind direction difference (degrees).
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Figure 27b.
Continued.

Table 3.  Summary of statistical analysis of differences between VAD winds and bias-corrected 36-km MM5 model-simulated winds, before and after application of the MBBC.  Values shown are averaged for all heights from 300 - 3000 m.

     Mean wind direction difference

      (degrees)
     Mean wind

Speed difference

         (m s-1)
        RMS wind 

direction difference

         (degrees)
         RMS wind

speed difference

             (m s-1)

Before MBBC
After MBBC
Before MBBC
After MBBC
Before MBBC
After MBBC
Before MBBC
After MBBC

  11.97
  10.07
    0.40
   -0.02
  37.50
  22.00
    3.60
    2.60


Of course the MBBC, as described here in this prototype experiment, has not been generalized for all sizes of domains and dynamic regimes.  However, these preliminary tests are very encouraging and justify experimentation to determine whether mesoscale model errors can be reduced significantly by assimilating the quality-checked VAD winds into the model solutions.  If an FDDA using these wind data is found to be effective, then it will warrant additional effort to extend the MBBC for a wider range of applications.

5. EXPERIMENT DESIGN

5.1 Domains, Initialization and Lateral Boundary Conditions


This study uses a set of four nested domains, shown in Figure 28.  The coarsest domain has a grid resolution of 108 km and covers the entire continental United States with a mesh of 41 X 61
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Figure 28.
Location of the four nested domains for the MM5 mesoscale model.

grid points.  Next, a mesoalpha-scale 36-km grid consisting of 75 X 85 grid points is used to cover the U.S. east of the Rocky Mountains.  These two grids are run in a two-way interactive mode (Zhang et al. 1986).  Third, a regional 12-km domain consisting of 148 X 166 grid points covers almost all of the eastern half of the U.S., including nearly all of the source areas that can have a major impact on air quality in the Northeast.  Finally, a smaller mesobeta-scale domain of 154 X 112 points and 4-km resolution covers the NARSTO study area in the Northeast U.S. from Virginia to central New York and from central Pennsylvania to Rhode Island.  Both the 12- and 4-km domains are run one-way interactively within the next outer domain.  All four of these domains have 32 layers in the vertical direction (Table 4).  The lowest layer is located at about 10 m AGL.  The thickness of the layers increases gradually with height, with 13 layers in the lowest 1500 m AGL.  The top of the model was set at 100 mb.


The horizontal grid system of the MM5 domains is based on the staggered Arakawa-B grid described by Arakawa and Lamb (1977).  In this grid configuration, the wind components, u and v, are defined on the so-called "dot points" at the corners of a grid box, while all the other variables are defined on the "cross points" at the center of the boxes.  The vertical structure of the domains is such that vertical motion, w, is defined on the full levels, while the other variables (u, v, T, and qv) are defined on the half levels given in Table 4 (also see Grell et al. 1994).


Generation of analyses for the 108-km domain began with the National Center for Environmental Prediction's (NCEP) 2.5-degree global spectral analyses of temperature, horizontal wind components and relative humidity at the mandatory and supplemental pressure levels (1000, 975, 950, 925, 900, 875, 850, 800, 750, 700, 650, 600, 550, 500, 400, 300, 250,

Table 4.  Vertical distribution of sigma levels (half layers) and model-layer heights (m AGL).
       Layer
             Sigma
          Height (m)

          32
             0.9999
                  9.2

          31
             0.9955
                34.8

          30
             0.9900
                76.7

          29
             0.9822
               137.0

          28
             0.9719
               217.5

          27
             0.9580
               326.2

          26
             0.9420
               453.2

          25
             0.9260
               582.6

          24
             0.9100
               712.2

          23
             0.8940
               844.2

          22
             0.8760
               994.7

          21
             0.8540
             1181.9

          20
             0.8280
             1407.6

          19
             0.7970
             1683.6

          18
             0.7600
             2023.3

          17
             0.7170
             2433.4

          16
             0.6710
             2891.7

          15
             0.6240
             3383.4

          14
             0.5780
             3890.1

          13
             0.5330
             4413.0

          12
             0.4870
             4979.1

          11
             0.4410
             5581.5

          10
             0.3950
             6225.7

            9
             0.3490
             6918.6

            8
             0.3040
             7652.1

            7
             0.2610
             8414.4

            6
             0.2190
             9229.2

            5
             0.1770
           10130.0

            4
             0.1350
           11138.0

            3
             0.0940
           12259.0

            2
             0.0550
           13496.0

            1
             0.0180
           14888.0

200, 150, 100 mb), plus sea-level pressure and ground temperature, which are used as first-guess fields.  (Ground temperature is defined as surface temperature over land, and sea-surface temperature over water.)  This set of first-guess fields is then interpolated from the NCEP grid to an expanded MM5 108-km model grid (45 X 65 grid points) to improve the analyses along the boundaries of the final 108-km domain described above.  Next, the analyses are enhanced by incorporating standard radiosonde and surface data through use of a successive-correction objective analysis (Benjamin and Seaman 1985).  The analyses then are interpolated from the pressure levels to the model's sigma levels.  The initial conditions for the other grids are created by interpolating the 108-km gridded analyses to the successive nested domains (i.e., 36-km from the 108-km domain, 12-km from the 36-km domain, and 4-km from the 12-km domain).


The lateral boundary conditions of the 108-km domain are defined at 12-h intervals from analyses created in a similar fashion as those used for the initial conditions.  The 36-km domain received its lateral boundary conditions directly from the 108-km domain at every time step, since these two domains are run two-way interactive.  However, the one-way lateral boundary conditions of the two finest domains are created by interpolation from the next coarsest grid at hourly intervals.


The information for land use and terrain are obtained from the NCAR archives.  The physical parameters assigned to each land-use category include albedo, moisture availability, emissivity, roughness length and thermal inertia (see Grell et al, 1994 for more details).
5.2 Model Experiments


During the summer of 1995, the highest concentrations of lower-tropospheric ozone in the Northeast occurred during 12-16 July.  To examine the meteorological structure of this case, a 12-day period (0000 UTC, 7 July 1995 to 0000 UTC, 19 July 1995) encompassing this high-ozone event was chosen for intensive numerical study, using model simulations and analyses.  Thus, the meteorological conditions prior to, during and after the high-zone event could be investigated in great detail.  FDDA was applied in a number of the model experiments specifically to reduce error growth at the larger scales, while allowing the 4-km solutions, which are the object of the experiments, to develop solely due to dynamical and physical forcing.

Five MM5 experiments were conducted in this study (Table 2).  The first experiment was a control (Exp. CNTL) in which no FDDA was used on any grid.  The second experiment (Exp. AFDA) used FDDA, but assimilated only the gridded analyses based on standard NWS synoptic-scale observations.  These are the same analyses which were used for the model's initial and lateral boundary conditions, described in Section 5.1.  The 3-D analysis nudging was applied for wind, temperature and water vapor mixing ratio, but only on the 108-, 36- and 12-km grids (Stauffer and Seaman 1994).  In the model's lowest layer (10 m AGL) only the surface 2-D wind analyses were assimilated in Exp. AFDA (Stauffer et al. 1991).  Furthermore, the analysis-nudging strategy in this study did not allow assimilation of the 3-D fields of wind, temperature and moisture below 850 mb (see Table 5).  This approach ensures that surface-based mesoscale features generated by the model (e.g., sea-breezes, mountain-valley winds, and low-level jets), but which are unlikely to be resolved in the analyses due to the coarse scale of the upper-air radiosonde network, do not experience

Table 5.  Summary of analysis nudging experiments.  Temperature is T, moisture is q, and u and v are the east-west and north-south horizontal wind components, respectively.


3-D data
2-D data
Nudging Factor, G, on 108- and 36-km domain (12-km domain) (s-1)

Source


108-km analyses based on NWS radiosondes
108-km analyses based on NWS surface data


Frequency
12 h
3 h


Data types
u,v,T,q (above

 850 mb)
U, v (below sigma=0.950 in the PBL)
3 X 10-4 (1 X 10-4)

1 X 10-5 (1 X 10-5)



significant damping as a result of the assimilation.  Table 5 also shows that the nudging coefficient, G, which determines the e-folding time (or rate) of the assimilation, is decreased on the 12-km domain, where meso-beta scale features become important in the model solutions.  For the same reason no analysis nudging is applied on the 4-km grid.  However, assimilation of the gridded analyses on the coarser grids still has a positive impact on the 4-km solutions by improving the accuracy of the lateral boundary conditions supplied from the 12-km domain.  It should be noted that, in Exp. AFDA and most other experiments using FDDA, the assimilation continues for the entire simulation period because our goal is to generate "low-error" meteorological fields to be used as inputs for air-quality models, not to create numerical forecasts.  Both Exps. CNTL and AFDA were run for the entire 12-day study period.


Next, an experiment (Exp. VAD) was designed to help test the impact of assimilating the 

Table 6.  Summary of observation-nudging experiments.  Definitions are same as in Table 5.  RASS is radio acoustic sounding system.


Upper - Air Data


Surface Data

Source


NARSTO-NE archive
NARSTO-NE archive

Frequency
5 Radar wind profilers - 1h

5 RASS temperature profilers - 1h

3 SODAR wind profilers - 1h

10 NEXRAD VAD wind profiles - 1h

5 supplemental radiosondes - varying intervals
Surface sites (including asynoptic NWS surface data and special NARSTO-NE surface data)

Radius of influence (km)
150
150

Data types and Nudging Coeff-icients   (s-1) 
u, v, T=4 X 10-4
q=2 X 10-4

u, v = 4 X 10-4


NEXRAD-VAD winds by isolating the influence of these special data through observation nudging.  The special data assimilated in Exp. VAD included all of the quality-checked hourly NEXRAD-VAD winds (see Section 4.3) and the set of surface wind observations in the NARSTO-

NE archives (consisting of standard NWS data and special NARSTO-NE surface data).  In this limited observation-nudging experiment all other upper-air data (profilers, SODARs and special radiosondes) were withheld from the FDDA and so were available as an independent data set for model evaluation.  For Exp. VAD, the initial and lateral boundary conditions of the 12-km domain were acquired from the 36-km results of Exp. AFDA.  As shown in Table 2, both analysis nudging and observation nudging were applied on the 12-km domain, while only observation nudging was used on the 4-km domain.  Recall that five of the ten NEXRAD sites lie within the 4-km domain, while data from all of the sites were assimilated on the 12-km domain.  The observation nudging coefficients and radius of influence for the special data are given in Table 6.  Also note that because Exp. VAD was intended only for evaluation of the MBBC, it was run only for an abbreviated period of 48 h covering 13-14 July 1995 (Table 2).


Exp. NOVAD was also designed as a limited observation-nudging experiment on the 12-km and 4-km domains, but with a different subset of the special data.  In Exp. NOVAD, wind observations from the profilers, SODARs and supplemental radiosondes were assimilated (Tables 2 and 6), while the assimilated surface wind observations were the same as in Exp. VAD.  That is, Exp. NOVAD assimilated all special wind data except the VAD data.  Therefore, the VAD wind data represent a set of observations withheld for independent evaluation of Exp. NOVAD.  The observation nudging coefficients and lateral boundary conditions for Exp. NOVAD are the same as in Exp. VAD.


In the final experiment, Exp. FULLOBS, all of the special upper-air data listed in Table 6 are assimilated via observation nudging.  Thus, this experiment theoretically should have the closest agreement to observed conditions, but no data set is available against which its winds can be independently evaluated.  However, Exp. FULLOBS remains instructive as a comparison to the other experiments and its simulated fields can be used in subsequent air-quality modeling studies.  Notice that all of the other four experiments have a sizable subset of special data available for independent evaluation of model skill (i.e., data which were not assimilated).  In particular, Exps. VAD and NOVAD allow for an objective assessment of the impact of the new NEXRAD-derived winds and the non-NEXRAD winds, respectively.  It is also noteworthy that, because profiler and SODAR measurements are available at one-hour intervals, the two sets of wind data contain roughly the same number of observations.  Finally, Table 6 shows that Exp. FULLOBS was run for a time period that encompassed the intensive observing period (IOP) from 0000 UTC, 12 July to 0000 UTC, 16 July 1995.  Exp. FULLOBS began 12 h before the start of the IOP to allow for some model spin-up before a significant amount of the data was assimilated.  The multi-scale assimilation strategy used in Exp. FULLOBS follows Stauffer and Seaman (1994) and Shafran et al. (2000).

6.
MESOSCALE CASE ANALYSIS

Before examining results of the MM5 numerical experiments, one more area requires presentation of some foundational information.  Earlier in the report Section 2 examined the synoptic situation that favored development of high ozone concentrations in the Northeast during mid-July 1995.  Here, we examine and analyze the available data from the NARSTO-NE region to gain further insight into the mesoscale structure of this high-zone episode.  This step is also necessary to be better prepared to verify the mesoscale features simulated by the numerical model.


Inspection of the analyzed ozone concentrations, presented earlier in Figure 4, showed that the entire Northeast did not experience similar high concentrations of ozone as the regional episode peaked on the afternoon of 14 July.  The ozone exceedances clearly were clustered along the Atlantic coastal plain and the urban corridor.  Concentrations over most inland areas of PA, NY and New England, on the other hand, were only 60 - 90 ppb, despite high solar energy.  The visible-range satellite imagery for this day (not shown) reveals that the entire Northeast was mostly sunny with only scattered shallow cumulus, except for mostly cloudy skies over the Adirondack Mountains in northern NY.  Of course, strong emissions in the urban and industrial areas are likely to be responsible in part for the distribution of ozone concentrations.  However, there are important mesoscale influences superimposed on the synoptic conditions, as well, which strongly affected the development of the observed ozone pattern in this case.  The nature and role of those mesoscale meteorological features are revealed through analysis of the special data and, later, by the numerical simulations (see Section 7.1).


First, analyses of the standard and special surface data revealed the development of an Appalachian Lee Trough (APLT) on 13 July.  At the surface , the APLT first appeared while the weakening warm front (described in Section 2) was crossing PA on that day (Figures 10a and 10b). The trough was supported by warm, southwesterly flow crossing the Appalachian ridgeline from the Midwest, as shown in the 925-mb streamline analysis (Figure 29), based on the standard and special upper-air data from NARSTO-NE.  Once the APLT formed, it persisted for the entire episode and reached maximum intensity at 1200 UTC, 14 July (Figure 10d).  Afterwards, a weak upper-level short wave passing to the north dragged the APLT eastward, beginning about 0000 UTC, 15 July, until it disappeared with the arrival of the cold front around 0000 UTC, 16 July (Section 2).


Figure 10c also shows that the APLT began to split into two troughs over NJ, NY, PA and New England early on the morning of 14 July.  This duality became especially strong at 1200 UTC in Figure 10d.  In NJ and southern NY, the eastern surface trough at 1200 UTC may be associated
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Figure 29.
Streamline analysis of observed 925-mb winds (kts) at 1200 UTC, 13 July 1995.  Appalachian Lee Trough shown as dashed line.

with the boundary between warm inland air and cooler marine air.  Later in the day, this eastern trough may be reinforced by the arrival of a coastal sea breeze.  The western surface trough lies just to the east of the highest terrain of the Appalachian Mountains, and thus represents a typical lee trough.  The 1010-mb frontal wave in southern Canada (Figure 10d) is associated with the upper-level short wave that pushes the trough eastward later that evening, on 15 July.


Figure 30 shows the 925-mb streamline analysis for 1200 UTC, 14 July, when the surface trough was most intense.  Due to the sparseness of the upper-air data, only one upper trough is analyzed here, although it is quite possible that the dual-trough pattern shown in Figure 10d extends through this level.  There is considerable streamline convergence along the APLT at this height and winds to the east of the trough reach 30 kt (15 m s-1) in a nocturnal low-level jet (LLJ) over Long Island.  A diagnostic study by Ray et al. (1998) based on these upper-air data indicates that the LLJ is an important mechanism for transporting ozone and other pollution constituents during this period from the Mid-Atlantic region to New England.  The streamline convergence along the trough in Figure 30 suggests that positive (upward) vertical velocities may be induced in this zone.  This would provide a mechanism by which ozone could be lifted above the mean height of the daytime mixed layer, where it could be transported by the higher-speed winds aloft.  Although a kinematic analysis of the observations can imply this vertical transport, a more detailed examination of this mechanism can be obtained using 3-D numerical model products (see Section 7.1).


These analyses imply that the high concentrations of ozone observed on 14 July are affected strongly by the APLT.  The 925-mb streamlines show that winds just east of the mature trough have mostly south-southwesterly directions, so that mean boundary-layer winds during the day are
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Figure 30.
Streamline analysis of observed 925-mb winds (kts) at 1200 UTC, 14 July 1995.  Appalachian Lee Trough shown as dashed line.

nearly parallel to the trough axis.  Consequently, the flow just ahead of the trough is aligned approximately with the urban corridor, where emissions should be especially high.  Thus, the pre-trough airstream would rapidly accumulate emissions during its passage along the corridor.  The west-northwesterly flow behind the trough, on the other hand, is consistent with the advection of cleaner air into New England and central New York, where ozone concentrations were only 55 - 80 ppb on that afternoon (Figure 4).  Consequently, this flow has not traversed the urban and industrial centers of either the Midwest or the East Coast.  The streamlines in Figure 30 also reveal that air from the Ohio Valley with its richer emissions arrives in western PA and WV, where Figure 4 shows ozone concentrations behind that portion of the trough are somewhat higher (75 - 95 ppb, except for higher concentrations around Pittsburgh).  A similar analysis of the winds at 850 mb (not shown) indicated a pattern that was comparable to that shown for the 925-mb level.  Thus, the main elements of the horizontal flow in the lowest 1.5 km are consistent with the pattern of observed ozone as the episode approached its peak intensity.


However, the horizontal flow revealed by the observed winds is not the only important meteorological factor affecting air quality.  The depth of the afternoon mixed layer also has a potentially important influence on ozone concentrations.  While radiosondes and profilers provided some information about the mixing depths, the observations are too sparse to be conclusive in the vicinity of the trough.  Therefore, numerical simulations become a vital supplement to the data enabling a more complete 3-D picture to emerge.

7.
MODEL RESULTS

In this section, results will be presented from the numerical experiments created using the MM5 mesoscale model.  First, the mesoscale structure of the key meteorological features that are potentially important for influencing ozone production and dispersion in the Northeast will be examined.  This effort parallels the mesoscale analysis of observations presented above in Section 6.  Next, we will present the results of statistical evaluations of the MM5 datasets.  Lastly, some special evaluations will be presented to reveal the influences found due to assimilating the VAD winds in MM5.


7.1
Structure of the High-Ozone Episode


The examination of MM5 numerical solutions begins with a comparison of the position of the APLT in the three most important model experiments: CNTL, AFDA, and FULLOBS (see Table 2).  (The other two experiments, VAD and NOVAD, are primarily diagnostic runs and will be addressed in Section 7.3).  The objective of this intercomparison is to learn which of these three experiments generally has the most accurate mesoscale flow pattern over the Northeast.  Thereafter, the structural evaluation can focus on that foremost experiment.


First, the surface wind fields on the 4-km domain from Exps. CNTL and FULLOBS at 1200 UTC, 14 July 1995 are presented in Figure 31.  To help reveal the context of these low-level winds, the MM5 terrain on this innermost domain is shown in Figure 32.  Clearly, the winds in
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Figure 31.
MM5 simulated surface-layer winds on the 4-km domain, valid at 2100 UTC, 14 July 1995.  (a) Exp. CNTL, (b) Exp. FULLOBS.  Full barb is 5 m s-1.  Isotach contour interval is 2 m s-1.  The Appalachian Lee Trough is shown as heavy dashed lines.
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Figure 32.
Terrain for the 4-km MM5 domain.  Contour interval is 50 m.  Lines AB and CD represent locations of vertical cross sections for diagnosis of simulated fields.

both experiments show the dual pattern of the APLT observed in Figure 10d.  In Figure 31a, the dual APLT trough coincides with a number of geographic features, such as the Hudson and Connecticut River Valleys.  However, note that the simulated winds in western NY and northern PA are northwesterly in Exp. CNTL, while the observed winds in this area are more south to southwesterly (Figure 10d).  That is, in the absence of FDDA, the model seems to produce surface-layer winds to the west of the APLT that are more indicative of the wind field farther aloft at 925 mb, which is also simulated to be northwesterly in this region (Figure 33a).


Both Exps. AFDA and FULLOBS produced generally similar results at the surface, so only the details of Exp. FULLOBS are discussed here (Figure 31b).  As stated above, the winds in FULLOBS also exhibit the dual structure of the APLT (dashed lines).  However, note that the addition of FDDA (analysis nudging and obs nudging, in this experiment) has caused the surface wind directions in western NY and northern PA to be more realistic, south to southwesterly (compare Figures 10d and 31b).  Also, the southerly valley circulation of the Lycoming Valley in northeastern PA is present in Exp. FULLOBS, but not in Exp. CNTL.  Thus, the FDDA experiments produced more realistic wind fields at the surface and captured more of the observed mesoscale features, such as this valley circulation.


Later, at 2100 UTC (1700 EDT) on the afternoon of 14 July, the dual troughs could still be detected in the surface wind observations (not shown).  At this time, the western trough still was tied to the higher terrain in PA and NY, while the eastern trough lay along the urban corridor.  This second, eastern trough had slipped southeast during the day, cutting through New York City and southern CT.  Also, with the increased daytime heating, which should lead to a deeper afternoon mixed-layer, the valley-forced winds up the Lycoming and Connecticut Valleys are no
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Figure 33.
MM5 simulated 925-mb wind streamlines on the 12-km model domain valid at 1200 UTC, 14 July 1995.  (a) Exp. CNTL,  (b) Exp. AFDA,  (c) Exp. FULLOBS.  Appalachian Lee Trough is shown as heavy dashed lines.
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Figure 33c.
Continued.

longer evident in the observations (not shown).  Exp. FULLOBS does a reasonable job of reproducing most of these features of the afternoon wind field (Figure 34b).  The model has produced the two branches of the APLT in about the same positions as observed.  Furthermore, the model was able to realistically simulate the decay of the mountain/valley circulations.  On the other hand, Figure 34a shows that Exp. CNTL did not maintain a clear dual-trough structure in the afternoon and the wind speeds became light and variable from central MD to southern NY.  This very weak wind pattern was not found in the observations.


Recall that the APLT at 1200 UTC, 14 July, is not only evident in the surface wind field, but was also found aloft in the observed streamline analysis at 925 mb (Figure 30).  As expected from theory (Section 2), the trough is strongest where two supporting factors have their greatest combined effect:  that is, where the terrain is high (western MD to VA) and where there is also strong cross-mountain flow.  For this reason, it is reasonable to expect that even though the terrain is higher in NC, the APLT should not be very strong there because the cross-mountain flow is weak, since the subtropical-ridge axis extends through this region.  It is also reasonable that the APLT is stronger in WV, VA, and MD than it is in PA, even though there is strong cross-mountain flow in both regions, because the mountains are comparatively low in PA.


While Exp. CNTL (Figure 33a) does simulate the APLT at 925 mb, the trough is strongest in southern PA, with strong streamline convergence in south-central PA and off the southern NJ coast.  In the observed flow (Figure 30), the APLT is strongest in VA and MD.  Additionally, the 925-mb flow in NY and New England is almost northerly in Exp. CNTL compared to the west-northwesterly flow that is observed.  Thus, although this experiment without FDDA reproduced the basic features of the case, it also contained some rather serious mesoscale errors that could
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Figure 34.
MM5 simulated surface-layer winds on the 4-km domain, valid at 2100 UTC, 14 July 1995.  (a) Exp. CNTL, (b) Exp. FULLOBS.  Full barb is 5 m s-1.  Isotach contour interval is 2 m s-1.  The Appalachian Lee Trough is shown as heavy dashed lines.

damage the transport of ozone in the Northeast region.


With the addition of analysis nudging above 850 mb in Exp. AFDA, there is substantial improvement in the 925-mb streamline flow (Figure 33b).  The APLT is now strongest over VA and there is strong streamline convergence south of Long Island, as observed (Figure 30).  One of the serious errors in Exp. CNTL, the almost northerly flow in New England, NY and northeastern PA, has been corrected by the addition of analysis nudging so that the flow becomes more westerly, as observed.  These positive changes occur at 925 mb in Exp. AFDA, even though the winds and temperatures are assimilated only above 850 mb.  This is possible because the correction of the deep-tropospheric flow aloft indirectly affects the winds in the lower levels through the geostrophic adjustment process.  Thus, the FDDA strategy used for the analysis nudging allows the large-scale wind errors in the daytime mixed layer to be corrected without directly imposing observed coarse-resolution (analyzed) fields in these lower levels that lack sufficient mesoscale details.


With the addition of both observation nudging and analysis nudging in Exp. FULLOBS, the model's streamline flow at 925-mb became even more realistic (Figure 33c).  As in Exp. AFDA, the flow in New England is west-northwesterly and the anticyclonic flow near the ridge axis in NC is not as broad as in Exp. CNTL.  However, the most important difference between Exp. FULLOBS and Exp. CNTL is that the APLT is stronger through western MD and VA, where there is the best combination of cross-mountain flow and high terrain.  This matches the observed streamline pattern in Figure 30 quite well.


Based on the comparison of surface and 925-mb wind fields from Exps. CNTL, AFDA and FULLOBS, the mesoscale features of Exp. FULLOBS appear to most closely match the observations.  Thus, in the remainder of this section, the model evaluations will concentrate on Exp. FULLOBS.


Investigation of Exp. FULLOBS continues with a set of backward trajectories calculated for a 12-h period during the peak of the high-ozone episode ending at 0000 UTC, 15 July (Figure 35).  The parcels were released at about 120 m AGL and do not experience dispersion effects due to boundary-layer turbulent mixing, even though the model's wind field includes turbulent processes.  That is, the trajectories are based solely on the three-dimensional advection by the model-resolved winds, using a two-step iterative procedure that ensures accuracy of the parcel motion (Haagenson et al. 1987).


Three separate flow regimes can be detected in the trajectories.  Parcels arriving in PA, NY and western MD (Parcels 2-5, 8-10, 12, 15-17 and 20) experienced mostly westerly flow behind the APLT.  There is considerable directional shear in this region, but most of these parcels are too close to the surface to encounter the full effect of the northwesterly winds observed behind the trough at 925 mb (compare wind directions over PA in Figures 30 and 35).  However, a number of trajectories in this group (e.g., 3, 4, 15, 16 and 20) exhibit cyclonic histories over PA associated with the western branch of the APLT that was evident at the surface during early morning of the same day (Figure 10d).  In addition, these particular parcels originated at somewhat higher levels (around 900 - 950 mb) and during the first 6 h of the trajectory calculations they experienced sinking in the northwesterly flow as they crossed the Appalachians west of the trough position.


A second cluster of parcels (Parcels 18, 21 and 22) shows that the low-level air close to the Atlantic coast exists within the general anticyclonic circulation of the Bermuda High (also see Figure 11).  This flow should be relatively clean because it traverses land only along the coastal
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Figure 35.
Backward trajectories based on 4-km MM5-simulated winds from Exp. FULLOBS.  Parcels arrive at final locations about 120 m AGL at 0000 UTC, 15 July 1995, and were calculated backwards for 12 h.  Small ticks on trajectories indicate parcel locations at 3 h intervals.  Heavy dashed line indicates afternoon position of APLT.

plain in Virginia and the Delmarva Peninsula.  Finally, a third group of parcels can be found just east of the APLT (Parcels 1, 6, 7, 11, 13, 14, 19, 23 and 24).  These low-level trajectories indicate that parcels arriving at major cities east of the trough (Washington D.C. [1], Baltimore [7], Philadelphia [11], central NJ [19], New York City, Long Island [23] and southern CT [24]) have experienced mostly straight southwesterly flow ahead of the trough.  Note that even at 120 m AGL, MM5 has simulated low-level confluence of the winds along the APLT position.  Most importantly, parcels east of the trough have a trajectory that takes them in succession directly over the heavily populated and industrialized centers of the urban corridor, where emissions are especially great.  This favors accumulation of emissions and high-ozone concentrations east of the APLT.


Next, Figure 36 shows the potential temperature and mixing depth at 2000 UTC, 14 July, along a vertical cross section through Baltimore and across the Delmarva Peninsula (section AB shown in Figure 32).  This cross section lies approximately perpendicular to the APLT, which intersects the line AB just west of Baltimore (Figure 32).  The mixing depth reveals important details of the mesoscale structure and is significant for understanding the pollutant concentrations in this case.  The cross section reveals that shallow stable boundary layers exist over the Chesapeake Bay and Atlantic Ocean, while deeper mixed layers exist over land.  Two distinct land regimes are clearly visible on either side of the APLT.  To the west of the eastern trough (point ET), the mixed-layer depth averages about 1600 m in the hot inland air mass (surface temperatures are 34 - 36 C).  East of the APLT, potential temperatures are 3-4 C cooler and the mixing depth averages about 750 m.  The trajectories of Figure 35 indicated that the air over land east of the trough was in the southwesterly flow and had a recent marine origin: first, over the Chesapeake Bay, and earlier from
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Figure 36.
Cross section showing potential temperature (K) and mixing depth (dashed line) at 1600 EDT (2000 UTC), 14 July 1995.  The location of the cross section is indicated by line AB in Figure 32.  Isentropes shown at intervals of 1 K (thin solids).  Point AC indicates Atlantic coast.  CB indicates the Chesapeake Bay.  Point ET marks the position of the eastern branch of the Appalachian Lee Trough.

the region south of Cape Hatteras (not shown).  This marine air, although modified over land, still retains a distinct thermal contrast compared to the inland air, which accounts for the shallower mixing depth east of the trough.  Note that a local maximum in the mixing depth in cross section AB (about 1800 m) lies at the APLT position (ET), where horizontal convergence in the unstable air forces rising motion in the resolved-scale flow (Figure 37).  The maximum vertical velocity at the trough is 0.42 m s-1 about 900 m AGL.  The isentropes indicate that the thermal contrast between the two air masses is concentrated at the trough.  Also, notice that the air between 100 m and 850 m AGL (approximately 1000 mb to 930 mb) over Chesapeake Bay remains fairly well mixed above the shallow stable surface layer.  This indicates that the TKE-predictive turbulence scheme is correctly producing a stable thermal internal boundary layer (TIBL), while maintaining gradually decaying turbulent energy in the deeper (outer) unstable layer as it is advected over the narrow water body.


Moving northeastward along the trough, the contrast between the hot inland air mass and the modified marine air is expected to decrease as the latter continues to flow over land and the urban corridor.  Figure 38 shows potential temperature and mixing depth at 2000 UTC, 14 July, perpendicular to the APLT in PA and NJ along the vertical cross-section CD (shown in Figure 32). The eastern APLT (Point ET) at this time and location intersects the trough about 20 km west of the Delaware Valley.  First, note that the mixed layer has its maximum depth (about 1700 m) immediately at the eastern APLT, as was found farther south along section AB.  This is due to the low-level horizontal convergence in the unstable air along the trough.  Upward vertical velocities are found in a 20-km band across the trough throughout the boundary layer (Figure 39).  Maximum upward motion in section CD is 0.38 m s-1 about 850 m AGL.  A second zone of deeper mixed-
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Figure 37.
Wind vectors for u and w components at 1600 EDT (2000 UTC), 14 July 1995, in a vertical cross section along the line AB shown in Figure 32.  Isopleths are for the vertical component, w, at intervals of 10 cm s-1.  Point AC indicates Atlantic coast.  CB indicates the Chesapeake Bay.  Point ET marks the position of the eastern branch of the Appalachian Lee Trough.
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Figure 38. 
Cross section showing potential temperature (K) and mixing depth (dashed line) at 1600 EDT (2000 UTC), 14 July 1995.  The location of the cross section is indicated by line CD in Figure 32.  Isentropes shown at intervals of 1 K (thin solids).  Point AC indicates Atlantic coast.  Point ET (WT) marks the position of the eastern (western) branch of the Appalachian Lee Trough.
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Figure 39.
Wind vectors for u and w components at 1600 EDT (2000 UTC), 14 July 1995, in a vertical cross section along the line CD shown in Figure 32.  Isopleths are for the vertical component, w, at intervals of 10 cm s-1.  Point AC indicates Atlantic coast.  Point ET (WT) marks the position of the eastern (western) branch of the Appalachian Lee Trough.


layer depths lies about 100 km northwest of the main eastern trough (Figure 38).  This second mixed-depth maximum in section CD lies just east of the last range of mountains in the Appalachian chain and is associated with the western branch of the split surface trough (Point WT) analyzed in Figure 10d.  Two relative humidity maxima (75 - 80 %) are found at the top of the boundary layer at both trough locations (Figure 40), which indicates that water vapor from the boundary layer is being carried upward in the convergence zones as a passive tracer.  A similar fate can be expected for ozone originating in the mixed layer.  West of the primary (eastern) APLT, mixing depths average about 1250 m, while to the east of the trough, the mean depth of the mixed layer is only about 650 m.  Notice that the thermal contrast across the eastern trough in section CD has decreased to 2 - 3 C.  Nevertheless, despite the decreasing thermal contrast, the mixing depth contrast between the two air masses remains quite strong.


The large difference in mixed-layer depths across the APLT in the two cross sections is an important factor contributing to the contrast in ozone concentrations on either side of the trough.  Mixing depths east of the trough are lower because they occur in an air mass with only moderately modified marine characteristics.  Thus, the lower mixing depths mean that pollutants are diluted less toward the east of the trough than to its west.  Furthermore, Figures 38 and 39 indicate that along the trough, ozone and other pollutants caught in the rising plume at the convergence line are lofted into a zone between 900 and 860 mb, where an elevated mixed layer extends eastward above the capping inversion in NJ.  This elevated mixed layer lies between the 308 K and 307 K isentropes in Figure 38 and stretches from the trough position to the Atlantic coast, while a distinctly stable layer lies below it, capping the planetary boundary layer.  Pollutants injected into this elevated plume can remain aloft and be transported northeastward over long distances in the 
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Figure 40.
Cross section showing relative humidity (%) at 1600 EDT (2000 UTC), 14 July 1995.  The location of the cross section is indicated by line CD in Figure 32.  Isopleths shown at intervals of 20% (thin solids).  Point AC indicates Atlantic coast.  Point ET (WT) marks the position of the eastern (western) branch of the Appalachian Lee Trough.

nocturnal LLJ (Ray et al. 1998).  Ozone at this level is protected from destructive processes, mostly surface deposition and titration by NOx emissions, associated with the earth's surface.  Thus, MM5 has developed a detailed and realistic thermal structure that is highly valuable to understanding the pattern and transport of high-ozone concentrations as observed on 14-15 July 1995.


Expanding the area of interest to the 12-km domain confirms that the mixing depths to the east of the APLT should be lower than those to the west because they represent the stability in two different air masses.  Figure 41 shows 30-h low-level backwards trajectories calculated for the period ending at 0000 UTC, 15 July 1995 and at about 120 m AGL.  These trajectories indicate that the low-level air ahead of the trough has recently traversed the Chesapeake Bay and Atlantic Ocean, where surface temperatures are cooler than over land.  This confirms that the air just ahead of the trough is modified maritime air.  The backwards trajectories in Figure 41 also indicate that parcels reaching the western side of the APLT tend to have long trajectories over land and arrive after crossing the Appalachian Mountains.  The double lines in these trajectories arriving from the Midwest indicate that they began at mid-levels, near 850 mb, and experienced sinking and adiabatic warming as they crossed the Appalachian Mountains to enter the trough.  Thus, even though the marine air east of the trough has been modified (heated) following its passage onshore, it remains 3-4 C cooler than the continental air west of the trough (see Figure 36).  Initially, of course, this air of recent marine origin should be relatively clean (although there may be some re-circulation of continental pollutants in the subtropical ridge).  The trajectory of the parcels in marine air mass over the urban corridor, however, rapidly adds freshly emitted ozone precursors.  The shallow mixing depths lead to reduced dilution through vertical mixing to the east of the APLT where the emissions are the greatest, which contributes to the generation of
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Figure 41.
Backward trajectories based on 12-km MM5-simulated winds from Exp. FULLOBS.  Parcels arrive at final locations about 120 m AGL at 0000 UTC, 1995, and were calculated backwards for 30 h.  Small ticks on trajectories 15 July indicate parcel locations at 3 h intervals.  Heavy dashed line indicates afternoon position of APLT.

very high ozone concentrations in this modified marine air mass.


7.2
Statistical Performance

Section 7.1 confirmed that the MM5 mesoscale model, particularly in Exp. FULLOBS, simulated mesoscale structures over the northeastern United States that agree well with observations and with conceptual expectations, both in the horizontal and vertical directions.  While this approach provides a good subjective way to evaluate the model results, a more objective evaluation using statistical techniques is needed to provide a careful comparison among the three major experiments (CNTL, AFDA and FULLOBS).

7.2.1 Winds


In air pollution studies, reducing model wind errors is vital to ensure accurate transport of airborne chemical species.  The measures of accuracy presented here will consist of domain-averaged surface-layer statistics and statistics showing model skill farther aloft.  All domain-averaged surface statistics are calculated using both special NARSTO-NE observations and the standard NWS surface observations.  The upper-air statistics discussed in this section were verified against all the non-VAD wind data, which includes observations based on radar wind profilers, SODARs, and standard and supplemental radiosondes.


One statistic which indicates the overall skill of the model in predicting the wind field is the index of agreement (I).  The value I is calculated by taking the ratio of the sum of the squared errors to the sum of the squares of two differences:  that between the model estimate and the mean of observations, and that between the individual observations and the mean of observations (Willmott 1982, Willmott et al. 1985).  It is calculated as follows:
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where 
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, P are the model values and O are the observations.  The value of I ranges from 0 to 1, with a score of 1 representing perfect agreement to the data.  This statistic measures how well the variability in the model simulations matches the variability in the data, in a spatially paired manner.  In mesoscale model applications, a value of I on the order of 0.5-0.6 is considered to be quite typical for the wind field (e.g., Seaman et al. 1995, Lyons et al. 1995, Shafran et al. 2000).  Additional standard statistical measures of skill used in this study are the mean error (ME), the mean absolute error (MAE) and the root mean square error (RMSE).  The forms of these are described by Stauffer et al. (1991).


Figure 42 shows I averaged hourly over all observing sites in the surface layer on the 4-km domain, for the 6.5-day period from 1200 UTC, 12 July, to 0000 UTC, 19 July 1995 (except for Exp. FULLOBS, which was run only from 1200 UTC, 11 July, to 0000 UTC, 16 July, when special data were available).  The figure shows, for example, that Exps. CNTL and AFDA (Figures 42a and 42b, respectively) have a fairly low I during most of the first day, 12 July, while Exp. FULLOBS has a much higher I on this day (38% increase, compared to Exp. CNTL). 
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Figure 42.
Domain-averaged index of agreement, I, for surface wind speed on the 4-km domain valid from 1200 UTC, 12 July, to 0000 UTC, 19 July 1995.  (a) Exp. CNTL, (b) Exp. AFDA,  (c) Exp. FULLOBS.


Table 7 gives daily and case-averaged summaries for the ME, RMSE and I of wind speed, and the ME for wind direction.  The table reveals that the two experiments using FDDA generally outperform Exp. CNTL on most days, but overall there is little statistical difference in the surface winds between Exps. AFDA and FULLOBS.  A possible reason for the fairly ambiguous results in the surface wind statistics of the NARSTO-NE case is that the winds in this case tended to be very weak, so that local variability was large compared to the mean wind.


Figure 43 shows the 4-km domain-averaged time series for both the observed and simulated surface wind speeds for the same three experiments and the same 6.5-day period shown in Figure 42.  In all three experiments, the wind speed errors are generally less than 1 m s-1 throughout the modeling period (compare with Table 7).  On 12 July both Exps. CNTL and AFDA predict very light winds (nearly calm to 2 m s-1), whereas the observed winds speeds were a bit faster (3 - 4 m s-1).  This error is reduced with the addition of observation nudging in Exp. FULLOBS.  Moreover, after 16 July, when the special observing period was finished, the application of analysis nudging in Exp. AFDA continued to improve the predicted wind speeds noticeably, compared to Exp. CNTL, especially on the final two days.


Wind direction errors can also cause major transport problems that adversely affect air-quality modeling results.  Therefore, it is imperative that the model's skill in predicting wind direction be as great as possible.  Figure 44 shows the hourly simulated and observed surface wind directions averaged over the 4-km domain through the period from 1200 UTC, 12 July, to 0000 UTC, 19 July 1995.  As with the surface wind speed errors, the wind direction errors for the three primary experiments are quite large on 12 July 1995, partly because the simulated wind speeds are very light on that day.  Since Exp. FULLOBS does not extend past 0000 UTC, 16 July
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Figure 43.
Domain-averaged scalar wind speed in the surface layer for the 4-km domain valid from 1200 UTC, 12 July, to 0000 UTC, 19 July 1995.  (a) Exp. CNTL,  (b) Exp. AFDA,  (c) Exp. FULLOBS.  Solid line shows predicted scalar wind speed and dots represent observed scalar wind speed.
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Figure 44.
Domain-averaged surface wind direction for the 4-km domain valid from 1200 UTC, 12 July, to 0000 UTC, 19 July 1995.  (a) Exp. CNTL,  (b) Exp. AFDA,  (c) Exp. FULLOBS.  Solid line shows predicted scalar wind speed and dots represent observed scalar wind speed.

Table 7.  Surface wind speed and direction statistics averaged over all observing sites on the 4-km domain for the case of 1200 UTC, 12 July to 0000 UTC, 19 July 1995.


   Mean wind 

   speed error

        (m s-1)
   RMS wind

   Speed error

        (m s-1)
      Index of

    Agreement
  Mean wind

Direction error

        (deg.)

July 12





      Exp. CNTL
         1.75
          2.04
           0.42
         -8.47

      Exp. AFDA
         1.68
          1.99
           0.33
         -1.20

  Exp. FULLOBS
         1.41
          1.74
           0.58
         -0.44

July 13





      Exp. CNTL
         0.19
          1.57
           0.58
         -9.66

      Exp. AFDA
         0.81
          1.55
           0.53
         -4.72

  Exp. FULLOBS
         1.02
          1.56
           0.58
           0.90

July 14





      Exp. CNTL
         1.11
          2.03
           0.38
           8.46

      Exp. AFDA
         0.20
          1.40
           0.63
         -4.99

  Exp. FULLOBS
         0.73
          1.47
           0.56
         -5.56

July 15





      Exp. CNTL
         0.65
          1.66
           0.64
         -2.63

      Exp. AFDA
         0.77
          2.01
           0.57
         -0.88

  Exp. FULLOBS
         0.48
          2.17
           0.61
         -8.90

July 16





      Exp. CNTL
        -0.14
          2.17
           0.67
       -17.62

      Exp. AFDA
         0.42
          2.15
           0.62
       -13.60

  Exp. FULLOBS
         ---
          ---
           ---
          ---

July 17





      Exp. CNTL
        -0.69
          2.20
           0.74
       -31.21

      Exp. AFDA
         0.50
          1.69
           0.70
          8.45

  Exp. FULLOBS
          ---
           ---
           ---
          ---

July 18





      Exp. CNTL
         1.23
          2.01
           0.59
         16.46

      Exp. AFDA
         0.55
          1.86
           0.70
           5.67

  Exp. FULLOBS
          ---
           ---
            ---
           ---

Case Average





      Exp. CNTL
         0.59
         1.95
          0.57
         -6.33

      Exp. AFDA
         0.73
         1.81
          0.58
         -1.61

  Exp. FULLOBS
         0.91
         1.81
          0.59
         -3.33

(when the special observations ended), the only way to see if FDDA has improved the simulated wind directions later in the episode is to compare Exps. CNTL and AFDA in Figures 44a and 44b, respectively.  The accumulation of errors is evident in both experiments beyond 16 July.  However, wind-direction errors in Exp. AFDA average less than 10 degrees over the last two days of the experiment, while in Exp. CNTL, the daily mean errors are -31.2 and 16.5 degrees on those days (see Table 7).  Thus, the addition of FDDA substantially decreased the errors for the wind direction in the surface layer.


Figure 45 shows that the introduction of FDDA also has a positive impact for reducing errors in the wind speed and direction above the surface.  For example, in Figure 45a, the RMS errors for wind speed in Exp. CNTL range from about 1.3 to 2.3 m s-1 between the surface and 3500 m AGL (note that there are few special data available for verification above this zone).  Addition of analysis nudging in Exp. AFDA produces a very similar pattern of RMS errors, but the errors are reduced by about 0.5 m s-1, or by about 25-30 %.  However, the largest statistical reduction of error occurs in Exp. FULLOBS, where observation nudging is added.  The RMS errors for wind speed in this experiment are only 0.1 to 0.4 m s-1, or a reduction of about 75-80% compared to Exp. CNTL.  Table 8 confirms this very large drop in the RMS speed error on each day, as well as for the entire study period.


The results shown in Figure 45a and Table 8 suggest that assimilating all of the special NARSTO-NE data has had a substantial impact on reducing wind speed errors.  More insight on this result can be found by looking at the vertical distribution of the mean wind speed errors, which provides level-by-level information on the bias of the model (Figure 45c).  Note that the mean speed errors in all experiments are quite reasonable throughout the region below 3.3 km,
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Figure 45.
Upper-air wind speed and direction statistics versus height averaged over all observing sites on the 4-km domain for the case of 1200 UTC, 12 July, to 0000 UTC, 19 July 1995.  (a) RMS wind speed errors,  (b) mean wind direction errors,  (c) mean wind speed errors.  Open squares represent Exp. CNTL.  Triangles represent Exp. AFDA.  Crosses represent Exp. FULLOBS.

with errors even in Exp. CNTRL no greater than about 2 m s-1 at any level.  The vertically integrated mean speed error would be very small in each experiment.  However, in Exp. AFDA, the mean speed error below 1 km AGL is reduced by 0.5 - 1.0 m s-1 compared to Exp. CNTL, but this error actually grows larger above 1 km.  The figure indicates that both Exps. CNTL and AFDA have a fast bias in the low levels, and a slow bias in the higher levels (above 1 km AGL). Thus, the analysis nudging consistently reduced the wind speed, but it did not significantly correct the shear below 3.3 km.  On the other hand, the introduction of observation nudging in Exp. FULLOBS has dramatically reduced the mean speed error throughout the region below 3.3 km.  That is, the speeds have become slower below 1 km and faster above that level, resulting in the large decrease of RMS speed errors found in Figure 45a.


In Table 8, the mean wind direction errors in Exp. CNTL are found to average close to -8 degrees up through ~3 km.  However, Figure 45b shows that the mean direction errors below about 1 km in Exp. CNTL are larger, about -10 to -15 degrees, with mostly smaller direction errors farther aloft.  Both Exps. AFDA and FULLOBS reduce the mean wind direction errors substantially, so that the errors at most levels are less than 5 degrees.  This is probably close to the effective measurement error for wind direction.


In conclusion, the table and figure reveal that FDDA is quite effective for reducing both speed and direction errors in the upper-air wind fields in the MM5 during the NARSTO-NE mid-July episode.  This result is distinctly different from those calculated for the surface layer, where the FDDA had some effect, but did not improve the accuracy of the winds in a dramatic way.  At first, these differences may appear contradictory.  However, it is probably explained by the fact that, especially in light-wind cases, surface winds are highly variable due to local surface channeling around small hills, buildings and other obstacles.  It is common for two nearby surface wind observations in the same grid box to exhibit differences in directions of 10 degrees or more.  The rather large variability in the surface winds introduced by such surface anomalies can be thought of as contributing to the dispersion of low-level pollutants, in addition to turbulence, but it probably has little effect on the mean transport.  However, these local effects due to sub-grid surface irregularities tend to damp out rapidly above the surface layer.  Thus, surface-wind error statistics typically appear less accurate than those for the winds farther aloft, both in and above the planetary boundary layer.  For the purpose of air-quality modeling, the accuracy of the winds throughout the depth of the boundary layer (mixed layer) is probably far more important than that of the winds in the surface layer.

7.2.2 Temperatures


As discussed in Section 2, air temperatures during the high-ozone episode of 12-16 July 1995 were quite warm throughout the entire Northeast.  Since surface sensible and latent heating are important factors in determining mixing depths, which can greatly affect ozone concentrations, it is important that the simulated surface temperature field be as accurate as possible.  In addition, the low-level temperatures exert a strong control on biogenic emissions.


Figure 46 shows the evolution of both hourly observed and simulated temperatures averaged over all sites on the 4-km domain for the same 6.5-day period discussed in Figures 42 - 44.  Overall, the three primary experiments show that the model does reasonably well in simulating the domain-averaged surface temperatures on an hourly basis.  Table 9 gives a summary of the 
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Figure 46.
Domain-averaged hourly surface-layer temperatures for the 4-km domain valid from 1200 UTC, 12 July, to 0000 UTC, 19 July 1995.  (a) Exp. CNTL,  (b) Exp. AFDA,     (c) Exp. FULLOBS.  Solid line shows predicted temperatures and asterisks represent observed temperatures.

Table 8.  Upper-air wind speed and direction statistics averaged over the 200 - 2900 m layer and over all observing sites on the 4-km domain for the case of 1200 UTC, 12 July to 0000 UTC, 19 July 1995.


      Mean wind

      speed error

          (m s-1)
      Mean wind

    Direction error

           (deg.)
      RMS wind

      Speed error

           (m s-1)

July 12




      Exp. CNTL
          -0.82
           -4.10
            0.86

      Exp. AFDA
          -0.84
             8.05
            0.83

      Exp. FULLOBS
          -0.26
             3.30
            0.29

July 13




      Exp. CNTL
            1.19
          -16.77
            1.32

      Exp. AFDA
           -0.54
              3.05
            1.13

      Exp. FULLOBS
           -0.10
              2.60
            0.21

July 14




      Exp. CNTL
            2.16
              9.54
            1.57

      Exp. AFDA
            0.45
            -1.06
            2.01

      Exp. FULLOBS
           -0.32
              1.25
            0.43

July 15




      Exp. CNTL
           -2.41
           -16.10
            2.94

      Exp. AFDA
           -0.62
              8.17
            1.31

      Exp. FULLOBS
           -0.29
              1.34
            0.20

July 16




      Exp. CNTL
            0.95
             -6.79
            1.57

      Exp. AFDA
           -0.60
             -1.37
            0.90

      Exp. FULLOBS
             ---
                ---
             ---

July 17




      Exp. CNTL
            0.95
            -25.03
            2.50

      Exp. AFDA
            0.61
               0.37
            1.35

      Exp. FULLOBS
             ---
                ---
             ---

July 18




      Exp. CNTL
            1.24
               5.43
            1.24

      Exp. AFDA
            1.33
               2.30
            1.26

      Exp. FULLOBS
             ---
                ---
             ---

Case Average




      Exp. CNTL
            0.71
             -7.72
            1.81

      Exp. AFDA
           -0.03
               2.90
            1.26

      Exp. FULLOBS
            0.23
               2.12
            0.28

Table 9.
Surface temperature statistics averaged over all observing sites on the 4-km domain for the case of 1200 UTC, 12 July to 0000 UTC, 19 July 1995.


        Mean Error

              (C)
    Mean Absolute

      Error     (C)
       RMS Error

             (C)

July 12




      Exp. CNTL
            -0.86
              1.58
             1.97

      Exp. AFDA
            -0.76
              1.56
             1.94

      Exp. FULLOBS
            -0.02
              1.78
             2.26

July 13




      Exp. CNTL
            -1.01
              1.92
             2.52

      Exp. AFDA
            -0.72
              1.72
             2.13

      Exp. FULLOBS
            -0.73
              1.54
             1.92

July 14




      Exp. CNTL
            -1.94
              2.51
             3.02

      Exp. AFDA
            -0.75
              1.65
             2.09

      Exp. FULLOBS
            -0.99
              2.05
             2.71

July 15




      Exp. CNTL
            -0.78
              2.10
             2.70

      Exp. AFDA
            -1.37
              2.33
             2.94

      Exp. FULLOBS
            -1.23
              2.40
             2.65

July 16




      Exp. CNTL
            -1.91
              3.17
             2.61

      Exp. AFDA
            -1.36
              2.24
             2.94

      Exp. FULLOBS
               ---
               ---
              ---

July 17




      Exp. CNTL
            -3.48
              3.86
             4.29

      Exp. AFDA
            -0.78
              2.09
             2.52

      Exp. FULLOBS
               ---
               ---
               ---

July 18




      Exp. CNTL
             -0.29
              1.81
             2.36

      Exp. AFDA
              0.91
              2.02
             2.94

      Exp. FULLOBS
               ---
               ---
              ---

Case Average




      Exp. CNTL
             -1.28
              2.13
             2.41

      Exp. AFDA
             -0.60
              1.70
             2.10

      Exp. FULLOBS
             -0.73
              1.94
             2.39

statistical measures of skill for these experiments on a daily basis and as case averages.  The mean error scores show that there is definitely a cold bias in the surface temperatures for all three experiments (-0.6 C to -1.28 C), with Exp. AFDA performing slightly better than the other two runs.  Examination of the figure makes it obvious that FDDA has helped reduce the errors, especially on 16-17 July (compare Exps. CNTL and AFDA).  Not only are daily maximum and minimum temperatures improved on this day, but the overall diurnal temperature cycle is better predicted in Exp. AFDA.  Exp. CNTL shows a much reduced amplitude for the diurnal temperature range throughout this episode, compared to the observed temperature range (Figure 46a).  This could be due to the model producing too much cloud over the domain in Exp. CNTL. However, by adding analysis nudging, the diurnal temperature cycle is predicted much more realistically on these days (Figure 46b), even though the surface-layer temperature observations are not assimilated in any of the experiments.


Examination of Figure 47 shows that the use of FDDA has also decreased the model's RMS temperature errors in the first 3 km above the surface.  Exp. AFDA shows an error reduction of approximately 50%, compared to Exp. CNTL.  Exp. FULLOBS further reduces the RMS temperature errors by about 15%.  This translates into an error reduction of nearly 2C, compared to Exp. CNTL, on a layer-by-layer basis.  Figure 47 also shows that, with or without FDDA, the largest temperature RMS errors occur below 1700 m, which is approximately the average depth of the afternoon mixed layer across the 4-km domain during the episode.  Thus, as might be expected, these statistics reveal that the greatest temperature errors occur close to the surface where any errors in the strong surface fluxes of sensible and latent heat can lead to large errors in the surface-layer temperature, which controls the mixed-layer temperature to a great extent.
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Figure 47.
Root mean square error (RMSE) of upper-air temperatures versus height averaged over all observing sites on the 4-km domain for the case of 1200 UTC, 12 July, to 0000 UTC, 19 July 1995.  Open squares represent Exp. CNTL.  Triangles represent Exp. AFDA.  Crosses represent Exp. FULLOBS.



7.2.3
Mixed Layer Depths


The structure and evolution of the daytime PBL (or, mixed layer) play an important role in controlling surface ozone concentrations.  Therefore, evaluation of the model's ability to represent the PBL depth accurately is an essential part of the model evaluation.  This section will focus on both a visual comparison of observed and model-simulated features of the mixed layer, and also a statistical verification of mixing depths and mixed-layer growth rates.


The worst ozone exceedance day of the 12-16 July 1995 episode was 14 July 1995.  As has been shown in Section 7.1, spatial variations in the afternoon mixed-layer depths over the Northeast are likely to have played a key role in the poor air quality over the urban coastal regions of the Northeast U.S.  The afternoon of 14 July was characterized by mostly sunny skies and very warm temperatures across the Northeast (Figure 48).  This helped to generate a moderately deep boundary layer across the region.  At 2000 UTC on that afternoon, for example, the mixing depth at Clarksburg, MD (a special NARSTO-NE radiosonde site, see Figure 16) reached only 853 m (Figure 49).  In Exp. CNTL (Figure 50a), the mixing depth simulated on the 4-km domain at 2000 UTC is only slightly deeper than the observed value (893 m).  However, the model is much too dry above 800 mb and has over-developed the subsidence inversion at this level, making temperatures above 800 mb too warm by about 5 C.  Additionally, the inversion at the top of the mixed layer is not as strong as observed.  Nevertheless, the model has done quite well in simulating the temperature of the PBL and the surface temperature is within 1 C of the observed surface temperature.  Note that the model has successfully produced the superadiabatic layer at the surface and the well-mixed profile for the boundary-layer mixing ratio.  In fact, all
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Figure 48.
Regional analyses of observed sea-level pressure (mb) at 2100 UTC, 14 July 1995.  Dashed line marks the position of the Appalachian Lee Trough.
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Figure 49.
Observed radiosonde for Clarksburg, MD, valid at 2000 UTC, 14 July 1995.
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Figure 50.
Simulated sounding on the 4-km domain for Clarksburg, MD, valid at 2000 UTC, 14 July 1995.  (a)  Exp. CNTL,  (b) Exp. AFDA,  
(c) Exp. FULLOBS.
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Figure 50c.
Continued.

three experiments successfully produced superadiabatic layers near the surface (Figure 50).


While the mixing depth in Exp. CNTL was comparable to the observed value of 853 m, Exp. AFDA produced a mixed layer that was much too deep, nearly 1500m (Figure 50b).  However, the deep upper-level dry layer and subsidence inversion found in Exp. CNTL have been mostly corrected in Exp. AFDA, so that the temperature and moisture profiles above the mixed layer are in fairly good agreement with the observations.  Further examination of Figure 50b shows that the temperature in the PBL is too warm by about 3 C (compare to Figure 49), which helps explain the excessive depth of the mixed layer.  Recall that the FDDA strategy used for analysis nudging does not assimilate thermal data below 850 mb (Table 5).  Therefore, it is not surprising that the greatest errors remaining in the thermal profile are found below this level.  This result shows that, even though the analysis nudging may reduce errors in the thermal and moisture fields in general, that does not necessarily translate directly into improvements in the low-level stability structure that is critical for air-quality purposes.


Figure 50c shows the simulated sounding for this time in Exp. FULLOBS.  With the addition of observation nudging, the depth of the mixed-layer is reduced to 810 m, only slightly lower than the observed depth.  While this experiment has about the same error as found in Exp. CNTL, the overall structure of the sounding in Exp. FULLOBS is much more realistic.  However, in the PBL, the model remains a bit too dry and too warm, although the temperature errors are not as great as in Exp. AFDA.  Thus, despite some small remaining inaccuracies, Exp. FULLOBS produced the most accurate thermal and moisture structure for this site.


Visual comparisons can reveal important information about the simulated thermal structure contained in the model experiments, but a statistical comparison of modeled and observed mixed-layer depths over many sites and times is necessary to obtain an accurate assessment of the overall performance of the MM5 for this critical feature.  The scattergrams in Figure 51 indicate that the model is doing a reasonable job of predicting the mixing depths in all of the three primary experiments.  However, by adding analysis nudging (Exp. AFDA), the scatter is much reduced, compared to Exp. CNTL, especially for Pittsburgh, PA.  When observation nudging is added, there is some further reduction in the scatter.  This implies that the multi-scale combination of analysis nudging and obs-nudging in Exp. FULLOBS has generated the most accurate simulation of mixed-layer depths.


A further statistical verification is shown in Table 10.  The table indicates that the mean error in Exp. CNTL is almost -200 m (too low), but that this error is reduced to +28 m in Exp. AFDA (too high).  Exps. AFDA and FULLOBS produced mean errors of almost the same magnitude, so that there is very little bias in the FDDA-assisted mixed-layer depths.  However, both the mean absolute error and the RMS error for Exp. FULLOBS are much lower than in either Exps. CNTL or AFDA.  This indicates that Exp. FULLOBS produced the most realistic mixing depths overall. On the other hand, the RMS errors for mixing depth found in the Northeast are about 30-40% greater than those found in similar MM5 runs with obs-nudging over the upper Midwest reported for the LMOS cases by Shafran et al. (2000).  (Also, see Penn States' final report to CRC for Project A-11).  However, the terrain complexity in the Northeast and the weaker subsidence inversion, compared to the LMOS cases, should contribute to greater scatter in the predicted PBL depths for this NARSTO episode.  Thus, considering the low bias in the mixed-layer depth simulations, these differences in the model predictions are understandable and confirm that the boundary-layer physics and FDDA are performing reasonably well.
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Figure 51.
Scattergrams of observed and simulated mixed-layer depths at sounding sites in the Northeast United States during the period 12-16 July 1995.  (a) Exp. CNTL,  (b) Exp. AFDA,  (c) Exp. FULLOBS.  Solid diamonds represent Albany, NY.  Solid squares represent Dulles, VA.  Open circles represent Pittsburgh, PA.  Solid triangles represent Clarksburg, MD.  Asterisks represent Greensboro, NC.  Values for Albany, Dulles and Clarksburg lie in the 4-km domain, while Pittsburgh and Greensboro are in the 12-km domain.  Solid line represents perfect agreement between model and observations.


One additional aspect of the PBL that has been identified as potentially important in the mid-July NARSTO-NE episode is the growth rate of the mixed layer.  According to Dye et al. (1998), the growth rate of the mixed layer was slower on the days with large excceedances of the NAAQS for ozone (14-15 July), as opposed to the preceding ramp-up day, 13 July.  Dye et al. (1998) found that the average morning growth rate between 1200 UTC and 1700 UTC at the Rutgers, NJ, site on 13 July was 325 m h-1, while on the exceedance days, the average growth rates were only 180 m h-1 and 230 m h-1, respectively.  The significance of this is that on the days when the mixed layer grows more slowly in the morning, emissions are confined close to the surface for a longer time, allowing for the photochemistry of ozone to occur in the presence of higher concentrations of precursors.


To diagnose how well the MM5 model's mixed-layer growth compared to the observed growth rates, hourly mixing depths were estimated from the refractive-index structure parameter, 
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 values were obtained for four sites in the Northeast from the radar wind-profiler (RWP) reflectivity measurements found in the NARSTO data base (see Dye et al. 1995 for details on how the mixing depths were obtained from 
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).  It has been shown by Wyngaard and LeMone (1980) and White (1993) that 
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 is generally maximized at the capping inversion of the mixed layer, where warm dry air from above the inversion is entrained into the potentially cooler moist air below.  The eddy dynamics in the stable interfacial layer leads to very large gradients of temperature and moisture on the scale of the smaller eddies (~ 1-10 m), which produce high values of 
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Table 10.  Mixed-layer depth statistics averaged over all radiosonde sites on the 4-km domain and over all times 12-16 July 1995.


    Mean Error (m)
Mean Absolute Error (m)
     RMS Error (m)

Exp. CNTL
           -184.6
                398.5
              573.9

Exp. AFDA
               27.9
                412.1
              527.1

Exp. FULLOBS
             -22.6
                311.6
              398.6


Recall that the data on mixed-layer depth obtained using 
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 measurements were not used to evaluate simulated mixing depths in Figures 50 and 51, or in Table 10.  In those cases, only radiosonde data were used because a comparison between nearby radiosonde-derived and profiler-derived mixed-layer depths showed that the mixed-layer depths from the RWP were consistently too high during the daytime.  An example of this is shown in Figure 52, which compares a set of RWP mixed-layer depths at Gettysburg, PA, derived from 
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, to a set of radiosonde-derived depths observed nearby at Clarksburg, MD (only 75 km to the southeast) for 12-14 July 1995.  However, a look at the sounding at Clarksburg at 1900 UTC, 13 July (Figure 53), sheds some light on why these differences occurred in this episode.  The sounding in Figure 53 shows that the mixed-layer depth is at 1199 m (899 mb) at 1900 UTC.  However, notice that the layer above the surface-based mixed layer is only weakly stable, while a fairly strong inversion exists at 1879 m (near 800 mb), within 70 m of the radar-derived mixing depth at Gettysburg at this time.  This elevated stable layer is actually the subsidence inversion of the subtropical high and it is associated with strong mid-tropospheric drying.  At this subsidence inversion, the moisture gradient is much greater than at the top of the mixed layer.  Since the
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Figure 52.
Comparison of observed mixed-layer depths (m) derived from a radar wind profiler at Gettysburg, PA (horizontal striping), versus a radiosonde sounding at Clarksburg, MD (no striping), for coincident times during 12-14 July 1995.  The value of the mixing depth is plotted above the respective bars.
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Figure 53.
Observed radiosonde for Clarksburg, MD, valid at 1900 UTC, 13 July 1995.

calculations for 
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 are a strong function of the vertical moisture gradient and are less dependent on the temperature gradient, it is easy to see why the height of the subsidence inversion could be mistaken for the top of the afternoon mixed layer in this case, when using a diagnostic approach based on the 
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 maximum.  In the morning, when we diagnose the mixed-layer growth rates, this mistake should not be made so easily, since a data analyst is unlikely to confuse the two layers when their separation is much greater than it is in the afternoon.


Therefore, in this case, growth rates were calculated between 1400 UTC and the time of the maximum mixing depth for both observed and simulated mixing depths.  Figure 54 shows a scattergram of observed mixed-layer growth rates versus simulated growth rates for each of the three primary MM5 experiments for the period of 11-15 July 1995.  Overall, the three experiments indicate that the model has done reasonably well in simulating the growth rate of the mixed layer.  The addition of analysis nudging in Exp. AFDA certainly appears to help, as the scatter of the hourly growth rates is much less than in Exp. CNTL, while the addition of observation nudging in Exp. FULLOBS further improves the slope and scatter in the model results.  Thus, Exp. FULLOBS has the most accurate growth rates of these three experiments, with the modeled rates matching the observed growth rates quite well for all sites, except for one event at Redhook, NY.


In conclusion, the statistical evaluations of the MM5 results show that the model performed rather well in the two experiments using FDDA.  Exp. FULLOBS, in general, had the lowest errors for wind, temperature and mixing depth.  The magnitudes of the errors remaining in the data-assimilated model fields is about the same as those found in other applications of this modeling system, or slightly greater.  For example, somewhat larger errors could be expected
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Figure 54.
Scattergrams of observed and simulated mixed-layer growth rates 
compared at radar wind profiler sites in the 4-km domain during 11-15 July 1995.  (a) Exp. CNTL,        (b) Exp. AFDA,  (c) Exp. FULLOBS.  Triangles represent Rutgers, NJ.  Squares represent Redhook, NY.  Diamonds represent Gettysburg, PA.

near the surface, compared to the LMOS cases, because the mean wind speeds are weaker and there is greater terrain variability over the Northeast than exists in the Midwest U.S.


7.3
Evaluation of the Impact of Assimilating VAD Winds

As discussed in Section 4, the NEXRAD VAD wind data underwent careful quality-control procedures before they were assimilated in the MM5 model.  The quality control methods consisted of internal checks (temporal and vertical self-consistency checks) and a model-based background check (MBBC) that used the 36-km model-generated winds as a background against which to compare the observations.  Sections 7.1 and 7.2 included evaluations of Exp. FULLOBS, which used the quality-checked VAD winds as part of its input data base during the observation nudging procedure.  However, it has not yet been established whether or not the assimilation of these unconventional wind data actually has a positive impact on the model solutions.  Therefore, this section presents statistical evaluations of Exp. VAD, in which the VAD wind observations are the only special wind data assimilated into the MM5, and compares its results to the four other experiments listed in Table 2 (Exps CNTL, AFDA, NOVAD and FULOBS).


The evaluations presented here focus on the model's performance on the 4-km domain.  All experiments were verified against both the non-VAD wind-data subset and against the subset containing only the quality-checked VAD winds.  However, for clarity of interpretation, only the results of evaluations made against the subset of the data that was not assimilated into the model will be presented.  Thus, for example, only those statistics for Exp. VAD which were based on the non-VAD wind subset, will be presented in these evaluations.  This means that, in almost all cases, model results involving FDDA are verified against an independent data set that was not included in the assimilation.  The exception is the verification of Exp. FULLOBS, which includes (by necessity) evaluation with respect to winds which were also assimilated into the MM5.  However, this experiment is included in the evaluations because it is widely used in air-quality modeling and it provides a "most optimistic performance" limit against which to evaluate the other independently verified experiments.


First, model results were examined for two variations of Exp. VAD to determine the impact of the quality-check procedure by comparing simulations with and without the MBBC for a 24-h period (14 July 1995).  About 37% of the full NEXRAD-VAD wind data set were filtered out by the MBBC on this day and therefore were not assimilated.  Evaluation of the results against the non-VAD verification subset, given in Figure 55, indicates some modest, but significant improvements in skill due to the application of the MBBC.  Figure 55a, for example, shows that the RMS vector-wind difference (VWD) errors versus height are reduced by application of the MBBC (dashed line) through almost the entire column.  The most significant reduction in errors occurs in this case above 2.0 km (about 0.5 m s-1).  The same pattern of error reductions can be seen in Figure 55b for the mean absolute error of the wind direction.  Above 2.0 km, the directional errors have been reduced by roughly 15% by applying the quality-check algorithm.  A similar examination of the mean absolute errors for wind speed (not shown) indicates small improvements at most levels in the column, averaging about 0.2 m s-1, so that the most important error reductions appear to have been in the wind directions.  This is not surprising since in this case the MBBC responded more to
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Figure 55.
Wind errors versus height on the 4-km domain for fields simulated by Exp. VAD averaged over all hours for 14 July 1995.  Shown are results obtained when assimilating nonfiltered VAD winds (solid line) and MBBC-filtered VAD winds (dashed line).  (a) RMS errors for vector wind difference (m s-1),  (b) Mean absolute errors for wind direction (degrees).

reduce the scatter in the VAD wind directions than in the VAD wind speeds (compare reductions in wind speed and direction differences in Figure 27).  Nevertheless, these results indicate that the MBBC filter does improve the impact of assimilating VAD winds by removing unreliable observations from the data set before they can influence the model solutions.


Next, Figure 56 shows the vector wind fields simulated by Exps. AFDA and FULLOBS on the 4-km domain at 1560 m AGL (about 850 mb above the ocean surface) for 1800 UTC, 14 July 1995.  Notice that assimilation of all of the special upper-air data in Exp. FULLOBS (Figure 12b) through observation nudging has intensified the Appalachian Lee Trough, which at this time lies along the coastal plain cutting through the domain from Maryland to Connecticut.  Not only is the directional shift across the trough intensified significantly, but the wind speed contrast along the trough has increased relative to the speeds behind and ahead of the trough.  Figure 57 provides insight into the relative impacts of the VAD winds versus the non-VAD winds in producing the result shown in Figure 56 by presenting the vector wind differences between Exp. AFDA and (individually) Exps. VAD, NOVAD and FULLOBS.  In this way Figure 57 reveals the specific changes to the wind field at 1560 m AGL due to assimilation of the different subsets of wind observations.  Figure 57a shows that the VAD observations cause a relative reduction in the wind speed along the trough axis, which is revealed by the northeasterly wind-difference vectors along the trough (roughly opposite to the simulated wind direction in Exp. AFDA; see Figure 56a).  Notice that the same pattern of relative reductions in the wind speed is found when only the non-VAD observations are assimilated in Exp. NOVAD (Figure 57b), although the effect seems to be spread farther to the northwest and is somewhat more intense close to the trough axis.  In addition, assimilation of both types of wind data, individually, appears to cause acceleration of the west
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Figure 56.
Winds (m s-1) simulated on the 4-km domain at 1560 m AGL (about 850 mb over the ocean) for 1800 UTC, 14 July 1995.  Contour interval is 3 m s-1, with vectors shown at every fifth grid point.  (a) Exp. AFDA.  (b) Exp. FULLOBS.
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Figure 57.
Vector wind differences (m s-1) simulated on the 4-km domain at 1560 m AGL (about 850 mb over the ocean) for 1800 UTC, 14 July 1995.  Contour interval is 3 m s-1, with vectors shown at every fifth grid point.  (a) Exps. VAD-AFDA.  (b) Exps. NOVAD-AFDA.  (c) Exps. FULLOBS-AFDA.

-southwesterly winds ahead of the trough in the region south of Long Island (Figures 57a and 57b). Since this area is mostly beyond the range of the WSR-88D scans operated in clear-air mode, it appears that the offshore acceleration is a dynamic response to the assimilation of winds in the coastal and inland regions.  Thus, despite some differences in detail, it is clear that assimilation of these two classes of data has produced mostly similar changes to the wind field at this level.  Lastly, in Figure 57c, the combined impact due to assimilation of all the observations is indicated to be consistent with the results shown in Figures 57a and 57b.  In fact, the pattern of wind-difference vectors in Exp. FULLOBS appears to have somewhat greater spatial consistency than in either of the other two experiments.  That is, it has a pattern over a larger area that is consistent with intensification of the mesoscale lee trough.


While the changes to the wind fields due to assimilation of the observations, revealed by Figures 56 and 57, have a very significant impact on the strength of the simulated APLT, statistical evaluation of these experiments is required to learn whether the assimilation actually produced more accurate solutions.  The impact of assimilating the NEXRAD-VAD winds into MM5 simulations is revealed by the statistics shown in Figure 58 for the demonstration period of 14 July 1995, which represents the 60 - 84 h period of the model simulations.  In each of these figures, statistical skill scores are plotted with respect to height up to 3 km for Exps. CNTL, AFDA, VAD and FULLOBS.  Each experiment is verified on the 4-km domain against the non-VAD wind observations, averaged over all sites and times for 14 July 1995.  Exp. NOVAD is not shown in these figures.  It should be noted, however, that independent statistical evaluation of Exp. NOVAD against the VAD-wind subset also was performed by Michelson (1998), but did not indicate any substantial difference in skill between Exps. NOVAD and VAD (not shown).  A summary of the
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Figure 58.
Wind errors versus height on the 4-km domain for four experiments, verified against only the non-VAD observations, averaged over all times for 14 July 1995.  Filled diamonds represent Exp. CNTL.  Open squares represent Exp. AFDA.  Open circles represent Exp. VAD.  Filled triangles represent Exp. FULLOBS.  (a) RMS vector wind difference errors (m s-1),  (b) Mean wind speed errors (m s-1),  (c) Mean absolute wind direction errors (degrees).

statistical skill for all five experiments on 14 July, averaged over the 300 to 3000 m depth, is provided in Table 11.


Figure 58a shows the RMS vector wind-difference (VWD) errors for these four experiments with respect to height.  The RMS of the VWD gives a better understanding of the model's overall skill for simulating the wind field because it takes into account errors in both wind speed and direction (Stauffer et al. 1991).  However, because it responds to errors in both wind components, it generally is larger than similar RMS errors for the wind speed only.  It is clear from Figure 58a that the FDDA has a very positive effect in reducing wind errors in the model solutions.  Compared to Exp. CNTL, the RMS errors for VWD are reduced by an average of 28% over the lowest 3 km by addition of analysis nudging in Exp. AFDA.  More importantly, the assimilation of the quality-checked VAD winds in Exp. VAD through observation nudging further reduces the RMS VWD errors by an additional 24%, compared to Exp. AFDA.  Clearly, assimilation of these VAD-wind observations has had an important impact to reduce the model's wind errors.  On this test day, at least, the error reduction in Exp. VAD is significant at all levels and is greatest below 2.0 km, where these data seem to be most reliable and plentiful.  As expected, Exp. FULLOBS, which assimilated all upper-air data types, but could not be verified with independent data, had the least amount of error.  Even allowing that the skill in Exp. FULLOBS probably would not be as great as indicated in the figure, had another independent wind set been available for verification, it appears likely that its "true" RMS error for the VWD is less than half of that in Exp. CNTL without FDDA.


An evaluation of the mean errors for wind speed versus height, verified against the non-VAD observations (Figure 58b), shows that there is a bias of 2 - 3 m s-1 toward high wind speeds on this day in Exp. CNTL throughout almost the entire 3 km depth.  The addition of analysis nudging

Table 11.  Summary of wind statistics on the 4-km domain for 14 July 1995 for Exps.

CNTL, AFDA , VAD, NOVAD and FULLOBS averaged over the 300 to 3000 m depth

verified against non-VAD winds (*except Exp. NOVAD, which was verified against VAD

obs so that it was independently verified).

Experiment
      Mean Wind

      Speed Error

          (ms-1)
    Mean Absolute

    Wind Direction

       Error (deg)
       RMS VWD

            (ms-1)

Exp. CNTL
          2.18
            39.51
            6.70

Exp. AFDA
          1.17
            19.58
            4.81

Exp. VAD
         -0.03
            16.52
            3.64

Exp. NOVAD*
         -0.66
            14.95
            3.31

Exp. FULLOBS
          -0.16
            11.83
            2.46

in Exp. AFDA, effectively removed the vertically averaged speed bias, but still resulted in sizable positive biases below 1.2 km and negative biases above 1.2 km.  The assimilation of the NEXRAD-VAD winds in Exp. VAD reduced the mean errors substantially, relative to Exp. AFDA, at virtually all levels, with biases less than 1 m s-1 from 0.3 to 2.0 km.  In Exp. FULLOBS, the apparent mean errors in the wind speeds are reduced further and remain less than 1 m s-1 through the entire column.  While the error reduction below 2.0 km in Exp. FULLOBS, relative to Exp. VAD, could be due to the lack of independent data, this is less likely to be the primary cause of the improvement in skill above 2.0 km, where the VAD data are rather sparse and less reliable.  The most important result in this comparison, however, is that assimilation of the NEXRAD-derived wind soundings in Exp. VAD did substantially reduce the mean errors in the MM5 simulations, relative to Exps. CNTL and AFDA, as established by independent verification.


Finally, the impact of FDDA on mean absolute errors for the wind direction on 14 July 1995 is shown in Figure 58c.  Once again, the addition of analysis nudging in Exp. AFDA significantly reduces the model errors, relative to Exp. CNTL.  In this light-wind case, the reduction in the direction errors is about 50%, or nearly 20 degrees.  The assimilation of the VAD winds through observation nudging (Exp. VAD) further reduces the mean absolute errors for wind direction by 21 % (about 5 degrees) in all layers below 2.5 km, compared to Exp. AFDA.  Figure 58c also indicates that Exp. FULLOBS has the least apparent directional error on 14 July (around 10 - 12 degrees), with the most significant improvement relative to Exp. VAD occurring above 2 km, where the VAD winds are least reliable and less frequently reported.  Thus, it is at these higher levels where the non-VAD data are apt to provide the greatest value added to the assimilation.  In conclusion, assimilation of special NARSTO-NE VAD wind observations has significantly reduced the model's wind-direction errors on this day.

8.
SYNTHESIS AND SUMMARY

8.1
Conceptual Model of the Episode

In this project special and standard meteorological observations from the NARSTO-Northeast field study were analyzed to investigate the 3-D atmospheric processes and structures contributing to high ozone concentrations on 14-15 July 1995.  Additional information was supplied by running the PSU-NCAR mesoscale model, MM5, during the episode.  The numerical model proved to be a valuable tool, supplying important insights about this case that were not revealed directly in the special data.  Moreover, the model results provide an FDDA-based gridded meteorological data set suitable for subsequent applications in air-quality modeling.


The mid-tropospheric (~700-900 mb) synoptic-scale advection into the Northeast during the period of interest came mostly from the west-southwest due to the intensification and westward extension of the large subtropical Bermuda high, which had its east-west axis over North Carolina and Tennessee.  Subsidence in the subtropical high inhibited the formation of widespread cloudiness and convection over the study region.  The high was also responsible for strong warm advection from the Midwest at the beginning of the episode.  The combination of analyses and model results shows that synoptic conditions were ideal for photochemical ozone production over the entire Northeast during the episode.  However, high concentrations were confined to the major urban corridor and coastal plain.  Therefore, additional insights about the 3-D mesoscale structure were needed to understand the particular pattern of ozone measurements observed on 14 July.


Through combined evaluation of the data and numerical results, a three-dimensional conceptual model for the meteorological structure of the NARSTO-Northeast 12 - 15 July 1995 high-ozone episode has emerged.  Figure 59 presents in schematic form the principal features of this conceptual model.  (In the following discussion, use of italics will indicate specific features shown in the figure.)  First, a synoptic-scale mid-tropospheric flow with a westerly component (broad arrow) crossed the Appalachian Mountains, where it was forced to sink and warm adiabatically.  Due to this warming, pressures fell creating the mesoscale Appalachian Lee Trough (heavy dashed line).  Development of the Appalachian Lee Trough proved to be a crucial factor leading to the ozone pattern observed in this case.  Formation of the trough and conservation of 
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Figure 59.
Schematic diagram showing a conceptual model of the meteorological structure during the NARSTO-Northeast high-ozone episode of 14-15 July 1995.

potential vorticity in the mid-tropospheric flow caused the winds ahead of the trough to turn cyclonically and become south-southwesterly.  This weak low-level flow caused boundary-layer winds just ahead of the trough to be roughly parallel to the trough axis and therefore to be aligned directly along the urban corridor, where emissions are especially high.  The generally westerly flow to the west of the APLT is consistent with advection of somewhat cleaner air behind the trough.  This scenario favored higher concentrations ahead of the APLT position.


The south-southwesterly flow ahead of the APLT means that this air had a marine origin in the western part of the Bermuda High (H) over the Atlantic Ocean and Chesapeake Bay, and had only lately been modified by its passage over the coastal plain.  As such, the anticyclonic synoptic-scale flow over the ocean (thin arrows) initially should have been relatively clean before encountering the high emissions of the eastern U.S.  Despite rapid warming due to the surface sensible and latent heat fluxes over land, this air remained a few degrees cooler than the hotter air to the west of the APLT.  This resulted in shallow PBL depths to the east of the APLT, compared to the deep boundary layer west of the trough.  The shallower mixing depths to the east were capped by the advection of the hot Midwestern air mass at middle levels, since the winds near the APLT veered strongly with height (long medium-width arrows).  Thus, not only did the south-southwesterly low-level flow ahead of the trough result in longer exposure of this air to high emissions, but it also resulted in lower mixing depths and less dilution of the primary and secondary pollutants.


Additionally, there was low-level convergence along the APLT as the westerly flow behind the trough encountered the south-southwesterly flow ahead of it.  This convergence forced rising motion along the trough, which helped to transport low-level ozone and other pollutants to the top of the locally deepened boundary layer (long medium-width arrows).  Since the mixed-layer depth was deepest along the convergence zone, these pollutants could then be injected into an elevated mixed layer that formed above the shallower boundary layer to the east of the trough.  Once injected into that level by the westerly mid-level winds, the elevated ozone was protected from surface deposition and other destructive processes, and it could be transported over long distances in the nocturnal LLJ detected ahead of the trough over Long Island.  In portions of the Northeast, the sea breeze, valley breeze, deep convection, and shallow cloud processes can cause modification to the regional circulation and affect ozone concentrations, as well.  This combination of mesoscale influences provides a coherent explanation for the very high levels of ozone found to the east of the APLT in this episode.


To summarize the principal characteristics of this episode and their importance for understanding air quality in the Northeast U.S., the following points are notable:



(1)
Favorable synoptic scale conditions for high ozone, associated with the Bermuda High, included light winds, high temperatures, few clouds and sparse rainfall.



(2)
South-southwesterly winds east of an APLT favored accumulation of emissions in an airstream passing directly over the urban corridor.



(3)
Westerly to northwesterly winds and sinking motion behind the APLT led to lower accumulation of emissions in that sector.



(4)
Mixing depth contrasts across the APLT favored less dilution of primary and secondary pollutants to the east of the trough.



(5)
Low-level convergence and upward vertical velocities at the APLT led to the development of an elevated mixed layer over the planetary boundary layer on the east side of the trough.  These structures can lead to injection of boundary layer pollutants into the elevated mixed layer.



(6)
Pollutants trapped in an elevated mixed layer are protected from surface deposition processes, while the development of a nocturnal LLJ can lead to rapid, long-range transport.


Of course, the alignment and intensity of the mesoscale features associated with the APLT in this episode are not identical to all APLT cases.  Nevertheless, the high correlation found by Pagnotti (1987) between APLTs and high-ozone concentrations in the Northeast suggests that the structures found here are not unusual.  More research is warranted to verify the connection between these specific trough features and high-ozone concentrations.  However, these results indicate that we can understand these connections and, with sufficiently detailed numerical models, we should be able to forecast such events.  Thus, it may be possible to develop case-specific pollution control strategies that restrict the most severe emission-reduction measures to those cases forecasted to have the most serious air-quality degradation.  The benefit of such case-specific strategies to the economy, while ensuring the health and quality of life for the region's population, could be enormous.

8.2 Additional Findings of the Study


In order to understand the formation, transport and mixing of lower-tropospheric ozone in the Northeast United States, it is imperative that the meteorological processes which affect the ozone cycle be understood.  For this reason, one of the goals of this study was to explain the key meteorological factors which influenced the magnitude and distribution of lower-tropospheric ozone during the poor-air-quality episode observed during 12-16 July 1995 as part of the NARSTO-Northeast field study.  Despite the deployment of a special observing network, it is clear that the observations alone are too sparse to completely understand the 3-D mesoscale flow and thermodynamic structure of this event.  For this reason, a mesoscale numerical model, MM5, was used to provide high-resolution gridded fields to better define the meteorological processes of the episode.



8.2.1
Conclusions about Assimilation of VAD Winds


Since the meteorological model output is intended for use as input to one or more Eulerian air-quality models, it is important that model errors be as small as possible.  Therefore, several FDDA strategies were evaluated for their ability to reduce errors in this case.  Included in these strategies is the assimilation of a new and readily available type of upper-air wind data, NEXRAD velocity azimuth display (VAD) winds.  Another goal was to design and evaluate assimilation strategies for using these wind data.  At the same time, we sought to learn if the VAD wind data could be used in place of more traditional upper-air data sources (wind profilers, SODARs, and supplemental radiosonde wind data) to cut the costs of special observing networks in future field studies.


Therefore, for this study the error characteristics of NEXRAD-VAD winds were examined by comparing NEXRAD-derived soundings to co-located radiosondes.  It was found that, in this weakly forced anticyclonic environment, these data tend to have fairly low biases, but they have a large scatter about the mean for both speed and direction.  Furthermore, the VAD winds appear to be most reliable below about 2.0 km (i.e., below the subsidence inversion), where the density of environmental scatterers is expected to be greatest.  Based on this examination, two types of quality checks were applied to the VAD wind data.  The first was a fairly standard temporal and vertical self-consistency check in which each VAD observation is compared against proximate VAD data from the same site.  The second was the model-based background check (MBBC) algorithm, which is a filter that uses bias-corrected model-simulated wind fields as a background to identify and eliminate unreliable VAD data.  The quality-checked VAD winds were assimilated in MM5 and model solutions were evaluated using an independent data set consisting of winds from profilers, SODAR and radiosondes.  Comparisons between experiments which used non-filtered VAD winds and filtered VAD winds data indicate some noticeable improvement in accuracy of the model-simulated winds due to the MBBC algorithm.  Comparison of statistical results for model performance indicated that assimilation of the VAD winds via observation nudging was quite effective for reducing errors in wind speed and direction relative to experiments without FDDA and with only analysis-nudging FDDA.


The greatest impact due to assimilation of VAD winds was found below 2.0 km.  A possible explanation is that, in this case, the VAD data above this level are less numerous and are probably less reliable due to the likely decrease of scatterers above the capping inversion.  Winds from other instrument systems that are able to provide accurate measurements at altitudes above 3 km, such as profilers and radiosondes, remain important for defining tropospheric states.  Consequently, although the NEXRAD-VAD winds should be very useful for air-quality studies, future field-study designs should continue to rely on a balanced observing system that includes a variety of observing platforms.  For poor air quality episodes in which no special observing system has been deployed, this study demonstrates a method through which a numerical case study can become a feasible option, allowing investigators greater opportunities to understand unusual or unanticipated events.  Also, since VAD winds are routinely available across the entire country, they could be very valuable for seasonal or annual studies, where special observing arrays may be too expensive.


Future work should include efforts to generalize and refine the results of this demonstration study.  In summer, for example, insects carried aloft on boundary-layer thermals account for much of the scattering in clear air, but they are far less numerous or missing in winter.  Also, shallower mixing depths characteristic of the cold season are expected to restrict the height to which the VAD soundings are reliable, relative to the summer.  Additional issues related to cold-season applications involve unknowns about performance of the technique in conditions with high wind speeds and strong shear.  Thus, we must learn more about interpretation of these data for them to be useful in assimilation schemes during the cold season.


Moreover, recall that the directional bias detected in the 36-km model-simulated winds over the Northeast region was easily removed in this case (a key step for the MBBC), because it was assumed to apply evenly over the region of interest.  While the MBBC always requires estimation of the model bias on a case-by-case bases, that bias cannot be expected to be distributed uniformly in all cases, especially over larger domains.  Furthermore, it cannot be assumed that a model background in other cases would not require removal of a speed bias, as well.  Thus, the bias-removal step needs to be generalized to allow for regional dependency in the bias estimates.  This may be done by using sufficiently large regional subsets of the NEXRAD-VAD data base.  Finally, it is suggested that for large-domain applications, the background for the MBBC can be replaced by comparing the VAD winds to first-stage analyses made without the aid of these data.  The analyses can be obtained easily from operational sources, such as the NCEP Eta model.  Then, the quality-checked VAD winds can be included into the data base before generating the final analyses used for model initialization or air-quality modeling.



8.2.2
Summary of Statistical Evaluation of Model Experiments


Statistical evaluation of the model experiments confirmed results from the structural evaluations of Section 8.1 that those experiments with FDDA (especially, Exp. AFDA and Exp. FULLOBS) best represented the meteorology of this episode.  Visual inspections of plotted fields indicated that the location and strength of the APLT were best simulated by Exp. FULLOBS.  Overall, the lowest statistical errors for temperature and winds occurred when all types of data (VAD, wind profiler, SODAR, RASS temperatures, and supplemental radiosonde data) were assimilated.  The RMS errors for wind speeds aloft (100-3000 m AGL) were reduced from 1.8 m s-1 in Exp. CNTL to 0.28 m s-1 for Exp. FULLOBS.  Wind direction mean errors aloft also were lowest in Exp. FULLOBS, averaging around 4 degrees, while Exp. CNTL averaged around -7 degrees.  Mean wind speed errors aloft indicated that a fast bias in Exp. CNTL (0.71 m s-1) was reduced to nearly zero in both Exp. AFDA and Exp. FULLOBS) (-0.03 and -0.12 m s-1, respectively).  Surface temperature statistics indicate that the cold bias of -1.28 C in Exp. CNTL was reduced by over 40% in Exps. AFDA and FULLOBS.  Mixed-layer depths were also simulated best by Exp. FULLOBS.  Not only were mean errors reduced from -185 m in Exp. CNTL to -23 m in Exp. FULLOBS, but the mean absolute errors and RMS errors were lowest for Exp. FULLOBS, as well.


Based on these results, and comparisons with statistics for model applications in other regions of the U.S., it is concluded that the MM5 meteorological fields from Exps. AFDA and FULLOBS are suitable for use in air-quality models.  The results in Exp. FULLOBS are probably somewhat superior to those in Exp. AFDA.  However, that experiment could only be run from 12-16 July because of the limited period in which special observations were taken during the NARSTO-Northeast field study.  For air-quality modeling outside of this intensive observing period, Exp. AFDA is available from 7-19 July.  While its errors are not quite as low, on average, as those of Exp. FULLOBS, Exp. AFDa should be suitable for most chemistry modeling purposes.

8.2.3 Recommendations for Data Collection in Future Studies


Based on the results of this study, several recommendations can be made to better design data-collection networks for future air-quality studies.  Briefly, this information can be summarized as follows:

(1) For high-ozone cases in the Eastern U.S., the APLT occurs frequently enough and exerts such significant influences on plume dispersion that future field studies conducted in this region should be designed to investigate its characteristics on a case-bay-case basis.  Since the location of the trough can change somewhat from one case to another, instrumented aircraft capable of making both meteorological and chemical measurements may be the best observing platform to use.  Look for contrasts in mixed-layer depths, winds, clouds, species concentrations, etc.

(2) Mesoscale meteorological models of the 1990s were unable of account for the vertical transport of boundary-layer air by fair-weather cumulus clouds, even though these clouds are very common in summer episodes having poor air quality. This means that there will be an important mechanism related to species transport and transformation missing or poorly represented in air-quality models based on this inadequate meteorology.  Detailed shallow-convection sub-models are necessary for meteorological models to capture this potentially important process.

(3) Plans for integrating new sources of remotely sensed wind data into major studies must be built into future observing programs from the planning stage.  The NARSTO-Northeast study has shown the value of supplemental low-level wind data derived from NEXRAD reflectivities (see Sec. 8.2.1).  Those data are most commonly restricted to layers below 3 km.  However, new technologies now allow large amounts of more-reliable wind information to be derived from satellite cloud-tracking and water-vapor-tracking techniques (e.g., Velden et al. 1998).  These winds are available at horizontal densities of up to 50 km and at time intervals of 1 h.  The satellite-derived winds can be obtained from altitudes between about 1.5 km (850 mb) and 12-km (200 mb).  Logistically, it is much easier and far less expensive to calculate winds from the satellite visible and infrared data in real time and to archive it at once, rather than attempting to recover large volumes of raw satellite data at a later time.  Thus, future field studies would be very well-served to include these non-standard sources of supplemental wind data and to acquire them in real time.

(4) Finally, it remains important to retain some special radiosonde data in future field studies designed for air-quality purposes.  It remains difficult to obtain thermal and moisture profiles inexpensively and at sufficient accuracy for use in meteorological models using only remote sensing.  Moreover, because radiosondes represent a proven technology with comparatively low error characteristics, the winds they provide give a very valuable "ground truth" against which remotely sensed data can be benchmarked.  Therefore, it would be unwise to eliminate special radiosondes entirely, even though they may involve considerable cost.

8.3 Publications Resulting from Project A-12

The following refereed and pre-preprint publications were supported from Project A-12 and resulted directly from the research described in this report:

Michelson, S.A. and N.L. Seaman, 2000: Assimilation of NEXRAD-VAD Winds in Meteorological Simulations over the Northeast U.S.  J. Appl. Meteor., 39, 367-383.

Seaman, N.L. and S.A. Michelson, 2000: Mesoscale Meteorological Structure of a High-Ozone Episode during the 1995 NARSTO-Northeast Study.  J. Appl. Meteor., 39, 384-398.

Seaman, N.L., D.R. Stauffer, S.A. Michelson and P.C. Shafran, 1997: Forecasts of a Severe Squall Line Development Using Dudhia Explicit Moisture Scheme at 4-km Resolution.  7th PSU/NCAR Mesoscale Users' Workshop, Boulder, CO, July 21-23, 38-39.

Michelson, S.A. and N.L. Seaman, 1998: Assimilation of NEXRAD-VAD Winds in Meteorological Simulations of a High-Ozone Episode in the Northeast U.S.  19th AMS Conference on Applications of Air Pollution Meteorology, with AWMA, January 11-16, Phoenix, Arizona, 207-211. 

Seaman, N.L. and S.A. Michelson, 1998: Mesoscale Meteorological Structure of High-Ozone Episode during the July 1995 NARSTO-Northeast Study.  10th AMS Conference on Applications of Air Pollution Meteorology, with AWMA, January 11-16, Phoenix, Arizona, 163-167.

Seaman, N.L., S.A. Michelson, P.C. Shafran and D.R. Stauffer, 1998: Forecasts of a Severe Squall Line Development in MM5 using Explicit Moist Physics at 4-km Resolution.  16th AMS Conference on Weather Analysis and Forecasting, January 11-16, Phoenix, Arizona, J83-J86.
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    � The mesobeta scale denotes features having horizontal scales between 20 and 200 km, while the mesoalpha scale encompasses features of 200 to 2000 km.
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